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Clerkship evaluation – what are we measuring?

KEVIN MCLAUGHLIN, GEORGE VITALE, SYLVAIN CODERRE, CLAUDIO VIOLATO & BRUCE WRIGHT

University of Calgary, Canada

Abstract

Background: As society’s expectations of physicians change, so must the objectives of training. Professional organizations

involved in training now emphasize multiplicity of roles. But how well do we evaluate these multiple roles?

Aims: To investigate the principal components of evaluation in the Internal Medicine clerkship rotation at the University

of Calgary.

Methods: We performed factor analysis on all evaluation components in the Internal Medicine clerkship rotation, including the

in-training evaluation report (ITER), objective structured clinical examination (OSCE), and multiple choice questions (MCQ)

examination.

Results: We identified three principal components: information processing, professionalism, and declarative knowledge. Both the

OSCE and MCQ loaded on a single factor, declarative knowledge. The nine items on the ITER loaded on two factors – information

processing and professionalism.

Conclusions: Despite using 11 evaluation items on three tools, we identified only three principal components of evaluation.

Both our MCQ and OSCE appeared to measure declarative knowledge. The latter may be due to the fact that we use standardized

patients without clinical findings – such that evaluations are primarily based upon the demonstration of examination routines.

Reasons for the lack of discriminant validity of our ITER include overlapping attributes and constant errors, including a halo effect

and an error of leniency.

Introduction

As society’s expectations of physicians change, so must the

objectives of medical training. Recently, there have been calls

for medical schools to develop, teach and assess the various

attributes that are associated with being an effective physician

– including personal characteristics such as altruism, empathy,

integrity, and compassion (Cohen 2001; Ferguson et al. 2002;

Albanese et al. 2003). Professional organizations, such as the

Accreditation Council for Graduate Medical Education, the

American Board of Medical Specialties, and the Royal College

of Physicians and Surgeons of Canada, now emphasize the

multiplicity of physician roles, such as those articulated in the

CanMEDS framework (Medical School Objectives Writing

Group 1999; Accreditation Council for Graduate Medical

Education 2001; CanMEDS 2005). But how should we evaluate

these multiple roles?

Compared to knowledge and clinical skills, personal

attributes that contribute to ‘professionalism’ are more difficult

to define. Consequently, their measurement is more subjective

and prone to sources of constant error. For example, an

inclination to rate every student in a certain direction may

produce an error of severity, leniency, or central tendency

(Kerlinger & Lee 2000; Daelmans et al. 2005). Another source

of constant error is the ‘halo effect’, where the perception of a

particular attribute is influenced by the perception of the

former attributes in a sequence of interpretations: the first

attributes we recognize influence our perception and inter-

pretation of latter attributes (Thorndike 1920; Iramaneerat &

Yudkowsky 2007). Sources of constant error can reduce

discriminant validity of measurement tools so that we may not

be measuring what we think we are. So what are we really

measuring?

In this study our objective was to identify the principal

components of assessment on the Internal Medicine clerkship

rotation at the University of Calgary and to explore potential

sources of constant error in our evaluations.

Practice points

. Our OSCE appeared to measure declarative knowledge,

perhaps due to the use standardized patients with no

clinical findings.

. Our ITER loaded on just two principal components –

information processing and professionalism.

. Overlapping items may partly explain poor discriminant

validity of our ITER.

. A halo effect and an error of leniency also contribute to

poor discriminant validity.
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Method

Study design and sample

This was a prospective observational study, conducted over

12 months, during which we collected the results of all

evaluations for 103 final year medical students during the

Internal Medicine clerkship at the University of Calgary. The

Internal Medicine clerkship is 12 weeks long and includes a

mandatory four weeks rotation on a medical teaching unit

(MTU) at one of two university-affiliated hospitals. We

collected each student’s in-training evaluation report (ITER)

for the MTU rotation, in addition to the results from their

formative objective structured clinical examination (OSCE) and

the summative multiple choice question (MCQ) examination.

We did not seek approval by an ethics board as this study

was part of an ongoing quality improvement initiative for the

Internal Medicine clerkship program.

Components of the evaluation tools

The ITER comprised eight individual items in addition to an

overall score of student’s performance. The eight individual

items on the ITER were: data processing skills; clinical skills;

knowledge of subject area; relationships with patients and

their families; professional relationships; educational attitudes;

initiative, interest and team relationships; and attendance

and dependability. Each individual item was rated using a

four-point scale (1¼ unsatisfactory; 2¼ below expected level;

3¼ at expected level; and 4¼ above expected level). The

overall student’s performance was rated using a five-point

scale (1¼ unsatisfactory; 2¼ below expected level; 3¼ at

expected level; 4¼ above expected level; and

5¼ outstanding). All preceptor raters were specialists in

General Internal Medicine and the ITER ratings reflected

input from all preceptors and residents.

The OSCE included eight stations where students took a

history and demonstrated examination routines on a standar-

dized patient. The MCQ examination comprised 60 problem-

solving questions for which there was a single best answer.

Statistical analyses

We assessed reliability of the evaluation tools using Cronbach’s

� coefficient. To assess discriminant validity we performed

exploratory factor analysis on the individual components of

the ITER, in addition to the OSCE and MCQ. This technique

reduces a set of items to a smaller number of underlying

principal components and, in so doing, uncovers the latent

structure of the set of items (Kerlinger & Lee 2000). Factor

analysis can evaluate discrimination by testing statistically

whether two or more items differ. Items are considered to be

measuring different constructs if they load most heavily on

different principal components (Straub 1989). Items that load

most heavily, or converge, on the same principal component

are considered to be measuring the same construct.

In our analysis we firstly created a Pearson product moment

correlation matrix for the ITER items and then used principal

component analysis to extract factors. We used a cut-off

threshold for factor extraction of eigenvalue �1 (Kaiser rule).

We then performed factor loading on extracted factors,

followed by factor rotation using the Varimax method with

Kaiser normalization (Kerlinger & Lee 2000). We used a cut-off

threshold of 0.5 for factor loading. We used SPSS statistical

software for all our analyses.

Results

The alpha coefficient for the ITER was 0.86. For overall

performance no student was rated unsatisfactory, 2.9% were

below expected level, 44.7% were at expected level, 36.9%

were above expected level, and 15.5% were outstanding. The

mean overall rating [95% CI] was 3.6 [3.49, 3.81], which was

significantly higher than 3.0, the rating corresponding to

performance ‘at the expected level’ (p < 0.0001). There was no

difference in the mean ITER rating between any of the 12 week

rotations. For the OSCE the alpha coefficient was 0.73.

The mean (�SD) OSCE score was 85.0% (�3.5) with a

minimum performance level (MPL) score of 77.8%. For the

MCQ the alpha coefficient was 0.75. The mean MCQ score was

69.8% (�8.9) with a MPL score of 56.2%.

Based on the Kaiser rule, we extracted three principal

components (eigenvalues¼ 5.0, 1.2 and 1.0) accounting for

65% of the total variance. The varimax rotated factor matrix is

shown in Table 1 along with the eigenvalues and variance for

the individual components. Based upon the pattern of factor

loading observed we identified three principal components in

student evaluation, which we considered to represent informa-

tion processing, professionalism, and declarative knowledge,

respectively. The nine components of the ITER loaded on two

factors – information processing and professionalism – with the

overall rating for student performance loading on information

processing. Both the OSCE and the MCQ examination loaded

on a single factor, declarative knowledge.

Discussion

Principal components of evaluation

In this study we found that the eleven components of the

evaluation on the Internal Medicine clerkship loaded on three

factors, which we labeled as information processing, profes-

sionalism, and declarative knowledge, respectively.

The MCQ examination is accepted as being an evaluation

of knowledge, so it was not surprising to find this loading

heavily on declarative knowledge. Although typically con-

sidered an evaluation of higher cognitive function, more in

keeping with information processing, the OSCE also loaded on

declarative knowledge. This may be due to the fact that in our

OSCE we use standardized patients without clinical findings –

if there is no information for students to process the evaluation

is based upon the demonstration of examination routines.

In contrast to the MCQ and OSCE, the ITER is considered as

a tool to evaluate multiple attributes simultaneously. But our

nine item ITER loaded on only two factors. This lack of

discriminant validity means that we were evaluating far fewer

attributes than we had initially intended. So why does our ITER

lack discriminant validity?

Factor analysis of clerkship evaluation
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Variables affecting discriminant validity of
evaluation tools

The ability of an evaluation tool to identify separate constructs

is influenced by the statistical test used to detect discrimina-

tion, the nature of the items in the evaluation tool, and sources

of bias in evaluation.

Items can appear to converge on a single construct if the

threshold for identifying principal components is set too high.

The Kaiser rule of including components with eigenvalues of

�1 is, however, considered to be a conservative criterion and

tends to overestimate, rather than underestimate, the number

of component (Lance et al. 2006). It is, therefore, unlikely

that our analysis underestimated the number of principal

components.

Items converge when they measure overlapping constructs.

This may account for some of the poor discriminant validity of

our ITER. Five ITER items converged on the principal

component professionalism, of which three included the

word ‘relationships’, while the other two were attitudes and

dependability – key attributes to forming good relationships.

It is not surprising, therefore, that these five items converged

onto a single component as they appear to be measuring

overlapping constructs. But overlapping constructs is not a

good explanation for the convergence of other attributes, such

as data processing skills, clinical skills and knowledge of the

subject area.

Non-overlapping constructs may converge on factor

analysis as a result of a systematic bias in rating of the ITER.

On a clinical rotation attributes such as data processing skills,

clinical skills and knowledge of the subject area are usually

inferred from presentation of cases to the preceptor, rather

than being directly and independently evaluated. Inferring

three attributes from a single source of data encourages

determination bias whereby the perception of a particular trait,

or competency, is influenced by the perception of the former

competencies in a sequence of interpretations, i.e. a ‘halo

effect’ (Thorndike 1920; Iramaneerat & Yudkowsky 2007).

In addition to a halo effect our data suggested another source

of constant error in ratings of the overall performance – an

error of leniency – given the fact that the mean score for

overall performance on the ITER was significantly higher than

‘at expected level’.

Study limitations

This study looked at the evaluation tools for a single clerkship

within a single centre, which limits both statistical power and

generalizability of our results. But, given the idiosyncratic

nature of evaluation tools used for different clerkships and

different centres, it would be logistically difficult to perform

factor analysis on in-house evaluations from more than one

clerkship and/or centre. We plan to extend our analyses to see

if our results are at least consistent between different

clerkships in our centre.

Another limitation relates to the fact that factor analysis is

partly qualitative. Consequently, our principal components

were inferred from factor loading – it is not possible to ‘prove’

that the principal components represent the constructs that we

have interpreted them as representing. We plan to perform

confirmatory factor analysis which, if consistent, could offer

further support to our interpretations.

Conclusions

Despite using 11 evaluation items on three tools, we identified

only three prinicipal components of evaluation on the Internal

Medicine clerkship rotation: information processing,

professionalism and declarative knowledge. Both our MCQ

and OSCE appeared to measure declarative knowledge. Our

ITER appeared to measure only two attributes – information

processing and professionalism – rather than the intended nine

separate attributes, due to a combination of overlapping

attributes and constant errors, including a halo effect and error

of leniency. This finding has important implications for all

levels of training, particularly when regulatory bodies expect

Table 1. Orthogonally rotated principal component matrix to the normalized varimax criterion of ITER, OSCE
and MCQ variables.

Principal component

Variable Information processing Professionalism Declarative knowledge

Data processing skills 0.76

Overall ITER rating 0.73

Knowledge of subject area 0.70

Clinical skills 0.69

Educational attitudes 0.80

Attendance and dependability 0.69

Initiative, interest and team relationships 0.67

Professional relationships 0.62

Relationships with patients and their families 0.55

MCQ 0.86

OSCE 0.55

Eigenvalues 5.0 1.2 1.0

Percent of variance 45.7 10.6 8.9

K. MClaughlin et al.
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us to evaluate multiple roles of students and physicians –

typically using an ITER. Perhaps we need new evaluation tools

to really measure what they are asking us to measure.
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