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Molecular phylogenetics has become a prominent aspect of algal systematics. The field of phylogenetic reconstruction is

fast-evolving and novel techniques take time to penetrate taxonomic research. We highlight a selection of advances in

phylogenetic inference and evolutionary analysis methods that could, in our opinion, benefit algal systematic studies.

The focus of the paper is on model-based techniques. Following a brief introduction to maximum likelihood and Bayesian

phylogenetic inference methods, we address model selection and partitioning strategies, and illustrate some issues concerning

systematic error (phylogenetic bias), data saturation and tree rooting. We discuss the importance of experimental design

(taxon and character sampling) and explore methods to test the reliability of phylogenetic results. Finally, we address methods

for estimating ancestral states of discrete and continuous characters and techniques for dating phylogenetic trees. For each of

these topics, we provide a brief circumscription, refer to the more specialized literature, and list a selection of software to carry

out the analyses.

Key words: ancestral state estimation, Bayesian inference, data saturation, experimental design, maximum likelihood, model

selection, molecular clock, molecular phylogenetics, partitioning strategies, systematic error, topological uncertainty, tree

rooting

Introduction

From the early 1990s onwards, molecular phylo-
genetic techniques have been playing an increas-
ingly important role in algal taxonomic studies
(Brodie & Lewis, 2007). Several methods are
available for inferring phylogenies from molecular
data, of which maximum parsimony (MP), max-
imum likelihood (ML) and Bayesian inference (BI)
are the most commonly used (Maggs et al., 2007;
Mann & Evans, 2007). Phylogenetic analysis
techniques evolve at a fast rate, and new advances
take time to penetrate into algal phylogenetic
studies. This is most likely attributable to the
statistical and computational nature of the primary
literature, and the fact that it usually takes time for
new advances to be implemented in user-friendly
software. The goal of this paper is to review those
advances in phylogenetic and evolutionary analysis
that we deem relevant to algal systematic studies
and should, in our opinion, be more widely used
among algal systematists.

Phylogenetic analysis techniques come in many
flavours, each method having its own set of
assumptions, merits and drawbacks. We do not
aim to review all inference techniques; several
excellent synopses and textbooks serve this pur-
pose (e.g. Holder & Lewis, 2003; Felsenstein,
2004). Inference techniques are commonly sub-
divided into parametric techniques, which infer
trees based on a model of sequence evolution (e.g.
ML, BI), and non-parametric techniques, which do
not assume such a model. Although MP is often
thought of as a non-parametric technique, it comes
with some implicit assumptions. For example,
equal weights are assigned to all types of nucleotide
substitutions in Fitch parsimony (Fitch, 1971). The
merits and drawbacks of the most common
phylogenetic methods have been extensively
debated. It has become clear that although MP
can yield more accurate results than model-based
methods (ML, BI) on certain simulated datasets
(Siddall, 1998; Pol & Siddall, 2001; Kolaczkowski
& Thornton, 2004), model-based methods outper-
form MP over a wide range of conditions (e.g. Gaut
& Lewis, 1995; Huelsenbeck, 1995; Swofford et al.,
2001; Philippe et al., 2005a). For that reason, this
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review will mostly centre on techniques that make
explicit use of statistical models of sequence
evolution.
ML inference sets out to find the phylogenetic

configuration of species and set of model param-
eters with the highest likelihood of having pro-
duced the observed DNA data matrix under the
assumed model of sequence evolution. Likelihood
analyses evaluate different trees one at a time and
identify the set of parameter values that optimize
the likelihood for each tree. The tree with the
highest overall likelihood score is retained. Several
reviews about ML inference, details about like-
lihood calculation and tree searching shortcuts are
available (e.g. Swofford et al., 1996; Whelan et al.,
2001; Holder & Lewis, 2003; Felsenstein, 2004;
Yang, 2006).
Bayesian inference techniques are related to ML

but work differently. They look for hypotheses
(trees and sets of model parameters) with high
posterior probabilities. The posterior probability
of a hypothesis is proportional to the product of its
prior probability and the probability of observing
the dataset given the hypothesis (i.e. the likelihood
of the hypothesis). The prior probability of
different hypotheses is derived from previous
knowledge, but because one does not usually
want to introduce a bias towards one or another
tree or set of model parameters, prior probabilities
are usually chosen to be vague, i.e. giving the same
prior probability to all hypotheses. This way the
likelihood of the hypotheses will determine their
posterior probabilities.
Because of the complexity of phylogenetic like-

lihood functions, posterior probability distribu-
tions cannot be calculated analytically. Instead,
they are approximated using Markov chain Monte
Carlo (MCMC) simulation. At each step in the
chain (generation), a change of a parameter is
proposed. These parameters include the topology,
the branch lengths and the model parameters. If
the proposed change increases the posterior, it is
accepted and forms the starting point for the
next step in the chain. If the change decreases
the posterior, it may be accepted or rejected, with
the probability of acceptance depending on the
amount of change. Whereas small decreases are
often accepted, large decreases are usually rejected.
During the initial stages of the MCMC, parameters
are usually not near their optimal values and
proposed changes are accepted very often until
parameter values approach their optimal values.
These initial stages of MCMC are called the
burn-in. Running an MCMC for millions of
generations after the burn-in generates a large set
of trees that have a high likelihood.
A ‘Bayesian tree’ is calculated by summarizing

the MCMC trees. A popular way of doing this is

by generating a majority rule consensus of the
trees visited during the MCMC after the burn-in.
Alternatively, the topology at the highest peak of
the posterior probability distribution, commonly
called MAP tree, can be calculated. It should be
noted that in contrast to the MAP tree, a tree
obtained with the majority rule consensus method
is not necessarily optimal. Instead, it reflects the
most common combination of branches encoun-
tered in the MCMC run. MrBayes reports the
MAP tree when summarizing the posterior
distribution (first tree in the .trprobs file). We
refer to the literature for more elaborate introduc-
tions to Bayesian phylogenetic inference (e.g.
Huelsenbeck et al., 2001; Huelsenbeck et al.,
2002a; Yang, 2006).
Many software applications carry out model-

based phylogenetic inference, a selection of which
is listed in Table 1. A comprehensive list of
phylogeny programs is maintained by Joe
Felsenstein and can be found at: http://evolution.
genetics.washington.edu/phylip/software.html

Model selection

The trees obtained from phylogenetic analyses
form the foundation of all further interpretations.
It is therefore essential that the obtained trees
reflect the evolutionary history of the used marker
as closely as possible. The use of statistical models
to infer phylogenies follows from the knowledge
that the DNA sequences of extant species reflect
the evolutionary processes that have acted on
them. The parameters of the model of sequence
evolution specify in a statistical way how past
changes have led to the present diversity of DNA
sequences. Models of sequence evolution are
manifold and diverse, and choosing one that is
suitable for the data at hand is crucial in obtaining
reliable phylogenies. In this section, we highlight
the most important aspects of common models of
sequence evolution and techniques for selecting a
suitable model.
The following section (Systematic error) deals

with the problems that can occur when the model
of sequence evolution deviates too much from the
evolutionary processes that have generated the
dataset. Obviously, model selection and systematic
error are tightly interwoven and we chose to treat
them separately because this better reflects natural
progress in a phylogenetic analysis. Whereas the
aspects of model selection that are treated in
the present section are normally considered before
the phylogenetic analysis, the next section deals
with less obvious aspects of molecular evolution
that manifest themselves as errors after a phyloge-
netic analysis has been carried out.
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Basic model elements

It is well-known that certain types of substitutions
occur more commonly than others (e.g. transitions
vs. transversions, synonymous vs. non-synon-
ymous). The common models of sequence evolu-
tion include parameters describing the relative
rates of change between different bases (the rate
matrix). Some models have only one parameter to
distinguish between transition and transversion
rates, but in many cases the general time reversible
(GTR) model is used. This model describes the
relative substitution rates between all combinations
of bases (AC, AG, AT, CG, CT, and GT) with five
parameters. The base frequencies are a second
important component of the model. Sometimes
they are simply calculated from the dataset
(‘empirical’ base frequencies) but they can also be
regarded as parameters of the model. Because sites
in an alignment evolve at different rates (e.g.
different codon positions), rate variation across
sites is usually accounted for in the model, most
commonly by assuming that the site rates follow
a gamma distribution and/or by incorporating a
proportion of invariable sites. Using a discrete
gamma distribution (þ�) and a proportion of
invariable sites (þI) each add an extra parameter
to the model of sequence evolution, making it more
complex.

Partitioning strategies

Some datasets are composed of parts that have
evolved under different evolutionary processes.
For example, when an alignment is composed of
multiple markers, parameter estimates of the
model of sequence evolution typically differ
among them (Fig. 1). If the differences between
the evolutionary processes are sufficiently large,
partitioning the data into its component markers
and allowing each marker to have its own set of
model parameters can be expected to result in

Table 1. A selection of software for Bayesian and maximum likelihood phylogenetic inference. The second column lists the

most recent released version at the time of writing and the specified features apply to this version. The listed properties are the
method of tree inference (BI or ML), whether the program supports data partitioning, the implemented models of sequence
evolution, and the options to deal with rate variation across sites. The last two columns specify whether the program can be

run in parallel (i.e. can make use of multiple processors to speed up analyses and/or do more thorough tree searches) and the
availability of the program (web means that analyses can be run remotely on a web server). Note that in addition to the DNA
based models listed here, most programs implement additional models for analysis of amino-acid, binary and n-state discrete

data types.

Name Version Method Partitions Models Rates Parallel Available

MrBayes 3.1.2 BI Yes GTR variants, doublet, codon þ�, þI Yes Free, web

BEAST 1.4.5 BI Yes GTR variants, codon þ�, þI No Free, web

BayesPhylogenies 1.0 BI Yesa GTR variants þ�, þ� No Free

PhyloBayes 2.3 BI Noa GTR variants þ� No Free, web

HyPhy 0.99� ML Yes Any reversible modelb þ�, þI Yes Free

TreeFinder June 2007 ML Yes GTR variantsc þ�, þI No Free

RAxML 7.0.0 ML Yes GTR þ�, þId Yes Free, web

PAMLe 4 ML Yes GTR variants, codon þ� No Free

GARLI 0.95 ML No GTR variants þ�, þI Yes Free, web

PhyML 2.4.4 ML No GTR variants þ�, þI Yesf Free, web

Phylip 3.67 ML No HKY variants þ�, þI No Free, web

PAUP� 4.0b10 ML No GTR variants þ�, þI No Commercial

Tree-Puzzle 5.2 MLg No GTR variants þ�, þI Yes Free

aThis program also allows the use of mixture models, which model variability in the pattern of evolution across sites without requiring a

predefined partitioning strategy (Lartillot & Philippe, 2004; Pagel & Meade, 2004).
bPredefined models in HyPhy include the GTR variants and codon models, but the great power of this program is that any reversible model

can be defined and models can be optimized with global or local (branch-specific) parameters (Kosakovsky Pond. et al., 2005).
cTreeFinder also includes three-state and two-state models in which nucleotides can be pooled.
dThe author of RAxML prefers another way of categorizing sites in rate classes (þCAT), which is also implemented.
ePAML has primitive tree search algorithms but can be used to compare a set of candidate topologies with complex models.
fThe normal version cannot be run in parallel, but the PhyML-MPI version allows distributing bootstrap runs among processors.
gTree-Puzzle performs quartet puzzling, a fast technique that composes a tree by ‘puzzling’ with the ML trees inferred from quartets of taxa

(Strimmer & von Haeseler, 1996; Schmidt. et al., 2002).
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better fit of the model to the data. Simulation
studies and analysis of empirical data have shown
that choosing an appropriate partitioning strategy
is important for obtaining accurate phylogenetic
results from a composite dataset (Brandley et al.,
2005; Brown & Lemmon, 2007). Both over- and
under-partitioning yield suboptimal results, under-
partitioning leading to the strongest deviations
from the expectations.
It must be noted that even within a single

marker, groups of characters can evolve under
different processes (e.g. the codon positions in
protein-coding genes, different regions of rRNA
molecules, coding vs. non-coding parts) and
globally estimated model parameters are often
not representative for the different codon positions
(Fig. 2). This can be overcome by partitioning the
gene into codon positions and uncoupling model
parameters among partitions. The heterogeneous
model resulting from this practice is called a
codon-position model and often provides a
much closer fit to the data than a global,
homogeneous model (Shapiro et al., 2006).
Codon position models have been shown to
outperform global models in algal datasets, too
(Alverson et al., 2007; Le Gall & Saunders, 2007;
Verbruggen et al., 2007).

Models for interdependent sites

A number of more exotic models of sequence
evolution can be useful to analyse certain datasets
or partitions. Such models are usually based on
biochemical characteristics of the type of data
under consideration. Ribosomal RNA, for exam-
ple, has a secondary structure composed of stems
and loops. Nucleotides in the stems form base pairs
and, because there is a selective pressure for
maintenance of the rRNA secondary structure,
their evolution is interdependent (compensatory
base changes). Because phylogenetic inference
techniques typically assume independence of char-
acters in an alignment, it would be more correct to
include this non-independence in the model of
sequence evolution (Schöniger & Von Haeseler,
1995; Lewis, 2001a). This can be done by
partitioning the rRNA into stems and loops and
applying a doublet-model to the stems (Schöniger
& Von Haeseler, 1994; Telford et al., 2005;
Erpenbeck et al., 2007). This model merges
paired nucleotides into doublets, and uses those
doublets instead of the individual nucleotides as
characters for tree inference. The model describes
patterns of changes between paired nucleotides
(e.g. compensatory vs. non-compensatory changes)
and has been applied successfully to algal datasets,
yielding a higher fit to the data than standard

four-state models (Murray et al., 2005; Alverson
et al., 2007; Leliaert et al., 2007).
A similar approach can be used to overcome

heterogeneous processes among codon positions.
In codon substitution models (Goldman & Yang,
1994; Muse & Gaut, 1994; Yang et al., 2000),
triplets of nucleotides are considered as a single
character and the substitution models describe
changes between such triplets, taking into account
that some changes are more likely to occur than
others (e.g. synonymous vs. non-synonymous
changes). Models that take biochemical character-
istics of the data into account fit more closely to
the data and yield more accurate results (Schöniger
& Von Haeseler, 1995; Telford et al., 2005;
Erpenbeck et al., 2007). The downside of such
models is that more parameters have to be
estimated, resulting in substantially higher compu-
tational demands.

Rationale of model selection

It is important to realize that none of the available
models of sequence evolution reflect all aspects of
the evolutionary history that has resulted in the set
of sequences under study. All models are therefore
wrong, but models that are sufficiently close to the
‘true model’ will yield accurate results (Posada &
Buckley, 2004). Methods of model selection aim to
identify a model yielding a good trade-off between
the fit of the data to the model and the number
of model parameters that need to be estimated
from the data. Parameter-rich models always yield
a better fit to the data, but this comes at a price:
more parameters have to be estimated from
the same amount of data, resulting in higher
computational requirements and less accurate
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parameter estimates. In this respect, ML and
BI behave slightly differently, though. Bayesian
analyses are much more sensitive to model under-
specification than ML, leading to the recommen-
dation that for BI, ‘‘the model should be as
complex as possible while still allowing parameters
to be identified’’ (Huelsenbeck & Rannala, 2004).
This recommendation does not render model
selection superfluous but encourages more exten-
sive model selection strategies (see section above:
Partitioning strategies; Models for interdependant
sites). The necessity of model selection and the
methods to achieve it have been reviewed thor-
oughly (Posada & Buckley, 2004; Sullivan & Joyce,
2005).

Performing model selection

The most commonly used model selection proce-
dures start by generating a guide tree using a fast
method (usually a distance-based algorithm). This
tree is taken to be an approximate estimate of the
relationships among the taxa in the dataset.
Subsequently, the log-likelihood of the guide tree
is calculated by estimating the parameter values of
the model using ML optimization. Finally, the log-
likelihood values are used to calculate the fit of the
different models to the data. For this final step,
several options have been proposed. The most
common method uses hierarchical likelihood ratio
tests (LRT) to decide between nested pairs of
models. LRTs have been shown to be inferior to
other methods (Posada & Buckley, 2004) and will
not be given further consideration. Instead, infor-
mation criteria can be used to rank the different
models based on their fit to the data.
Information criteria are statistics that incorpo-

rate a term proportional to the likelihood of the
data under the model (i.e. the fit of the model) and
a term that penalizes model complexity.
Commonly used criteria are the Akaike informa-
tion criterion (AIC), the second-order Akaike
information criterion (AICc) and the Bayesian
information criterion (BIC). The criteria differ
mainly in the degree of penalty given to model
complexity, AIC having the lowest, AICc an
intermediate, and BIC the highest penalty.
Whereas AIC only uses the number of model
parameters in its penalty, AICc and BIC also
include the alignment length so as to penalize
situations in which many parameters have to be
estimated from a small number of characters.
Thus, for a given dataset, AIC will tend to prefer
more complex models than AICc and BIC.
The performance-based model selection proce-

dure proposed by Minin et al. (2003) is even more
stringent than these information criteria by pena-
lizing models that yield branch length estimates

deviating from those of other models in the
comparison. The plethora of model selection
procedures to choose from can be confusing,
especially when they yield different results.
Consensus about which method to use in which
situation has not yet emerged. Given the different
behaviour of ML and BI in relation to model
complexity (see section above: Rationale of model
selection), it may be advisable to use a less stringent
selection procedure to select a model for Bayesian
analyses and a more stringent one for ML
inferences.
An alternative and increasingly popular method

for model selection and partitioning strategies
compares the performance of different models
using the Bayes factor (Nylander et al., 2004;
Brandley et al., 2005; Brown & Lemmon, 2007).
The Bayes factor is a measure that can be used for
comparing the relative fit of twomodels to a dataset
and is not conditional on a guide tree (Kass &
Raftery, 1995; Brown & Lemmon, 2007). To
calculate it, Bayesian analyses have to be run
using the two competing models, implying con-
siderably higher computation times. The factor is
the ratio of marginal likelihoods from two compet-
ing models, which can be calculated using different
methods (Suchard et al., 2001; Nylander et al.,
2004; Brandley et al., 2005; Lartillot & Philippe,
2006). It is compared against a table of cut-off
values (Kass & Raftery, 1995; Nylander et al.,
2004). Although this may seem rather arbitrary, the
statistical validity of the cut-off values has been
implied in simulation studies (Brown & Lemmon,
2007). It is important to note that different methods
of calculating the Bayes factor can lead to different
results. When marginal likelihoods are computed
by harmonic mean estimation (e.g. MrBayes,
Tracer), overly complex models are selected
(Lartillot & Philippe, 2006). The computational
requirements of the recently proposed alternative,
thermodynamic integration, are very high (Lartillot
& Philippe, 2006). Additional research will be
needed to make Bayesian model selection a viable
alternative to the ML-based methods.
Several software applications carry out model

selection in a more or less automated way
(Table 2). Unfortunately, most of them are set up
only to compare the general time-reversible model
with its simpler derivatives, rendering them of
limited utility for dealing with exotic models and
composite datasets. Automated model selection
becomes difficult when composite datasets yield
hundreds of combinations of partitioning strate-
gies and models (but see Tanabe, 2007). In such
cases model testing requires some manual work.
Model selection using the Bayes factor can be
carried out by running Bayesian analyses using
several combinations of models and partitions.
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MCMC output serves as the starting point to
calculate Bayes factors, either manually or with
PhyloBayes or Tracer (Lartillot et al., 2007;
Rambaut & Drummond, 2007). In case one prefers
to work with one of the selection criteria, the log
likelihood and corresponding AIC, AICc or BIC
scores of a guide tree need to be calculated under
many combinations of models and partitions
(Fig. 3). A suitable guide tree can be obtained
with MP or NJ in PAUP� (Swofford, 2003) or fast
ML implementations in PhyML, GARLI,
TreeFinder or RAxML (Guindon & Gascuel,
2003; Jobb et al., 2004; Stamatakis, 2006; Zwickl,
2006). We find TreeFinder, HyPhy and PAML
particularly powerful applications for evaluating
the fit of complex models using the inferred guide
tree (Jobb et al., 2004; Kosakovsky Pond et al.,
2005; Yang, 2007).

Systematic error

Because every dataset contains noise in addition to
the phylogenetic signal, inference methods can
yield topologies that do not reflect the true
phylogenetic relationships due to stochastic error
when they are operating on a small amount of
data. As more data are added, the methods will
normally converge onto the correct result.
However, in some cases they do not – a problem
known as systematic error, phylogenetic bias or
method inconsistency. All inference methods are
consistent when their assumptions are met and
they all become inconsistent when their assump-
tions are violated. In a parametric setting, bias is
caused by misspecification (usually oversimplifica-
tion) of the model of DNA sequence evolution.

Common causes of systematic error

The main causes for phylogenetic bias can be
subdivided into three classes. First, non-indepen-
dence among sites can cause systematic error

(Schöniger & Von Haeseler, 1995). Paired bases
in RNA stems and different bases within codons
are well-known examples. Interdependence among
sites can be countered by using models of sequence
evolution that incorporate this autocorrelation
(e.g. codon and doublet models; Goldman &
Yang, 1994; Schöniger & Von Haeseler, 1994).
Second, substitution rates, base frequencies and

other model parameters can differ across sites in an
alignment (site-heterogeneity) and failing to model
such variation may cause systematic error (Yang,
1994a; Yang, 1996; Lartillot & Philippe, 2004;
Pagel & Meade, 2004; Stefankovic & Vigoda,
2007). Inference problems caused by process
heterogeneity among sites are relatively easy to
detect and correct for. Incorporating rate hetero-
geneity across sites has become common practice
using the discrete gamma distribution and/or a
proportion of invariant sites (Yang, 1994a;
Gu et al., 1995; Yang, 1996). Among-site hetero-
geneity in other aspects of the processes of
sequence evolution can be countered by partition-
ing the data and applying appropriate models to
each of the partitions (see section above:
Partitioning strategies) or using mixture models,
which accommodate among-site heterogeneity but
do not require prior partitioning of the data
(Lartillot & Philippe, 2004; Pagel & Meade, 2004).
Third, substitution rates, base frequencies and

other model parameters can change along the tree
(tree-heterogeneity). Long-branch attraction, a
form of phylogenetic bias in which long branches
cluster together even though they are not
related because evolutionary rates differ strongly
among lineages, is the best-known example of
systematic error due to tree-heterogeneity
(reviewed by Bergsten, 2005). Biases can also
occur when base frequencies or the substitution
rate matrix do not remain constant along the
tree (Lockhart et al., 1998; Conant & Lewis,
2001; Lopez et al., 2002; Rosenberg & Kumar,
2003; Kolaczkowski & Thornton, 2004;

Table 2. Selection of software that performs model selection in a more or less automated way.

Name Version Partitions Models Rates Criteria Available

HyPhy 0.99� Yes Any reversible modela þ�, þI hLRT Free

TreeFinder June 2007 Yes GTR variantsb þ�, þI AIC, AICc, BICc Free

MrAIC 1.4.3 No GTR family þ�, þI AIC, AICc, BIC Free

ModelGenerator 0.84 No GTR family þ�, þI AIC, AICc, BIC Free, web

ModelTestd 3.7 No GTR family þ�, þI hLRT, AIC, BIC Freee

MrModelTest2d 2.2 No GTR family þ�, þI hLRT, AIC, AICc Freee

DT-ModSel No GTR family þ�, þI DT Freee

aPredefined models in HyPhy include the GTR variants and codon models, but the great power of this program is that any reversible model

can be defined and models can be optimized with global or local (branch-specific) parameters (Kosakovsky Pond et al., 2005).
bTreeFinder also includes three-state and two-state models in which nucleotides can be pooled.
cTreeFinder also implements a few other, less commonly used criteria.
dModelFit and MrModelFit are Perl scripts for running ModelTest and MrModelTest2 in an automated way.
eThis application requires PAUP�, a commercial software application.
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multiple
sequence
alignment

infer guide tree using method with few
underlying assumptions (e.g. MP, NJ)

guide tree

calculate likelihood of guide
tree under different partitioning
strategies and models

1: ln L 2: ln L 3: ln L 4: ln L 5: ln L n: ln L

1: AIC 2: AIC 3: AIC 4: AIC 5: AIC n: AIC

calculate AIC score
from ln L and number
of model parameters

1

2

3

select partitioning strategy and models that
yield lowest AIC score for further analyses4

combination 4

... 

... 

F81
ln L –56815.77 ln L –56812.51 ln L –50632.08 ln L –50643.92

par 3 par 6 par 9 par 18

F81
+ G4

ln L –49615.82 ln L –49593.22 ln L –47705.58 ln L –47741.46

par 4 par 8 par 12 par 24

HKY85
ln L –56527.48 ln L –56519.54 ln L –49827.00 ln L –49796.44

par 4 par 8 par 12 par 24

HKY85
+ G4

ln L –49166.29 ln L –49132.33 ln L –46273.83 ln L –46232.09

par 5 par 10 par 15 par 30

GTR
ln L –54588.69 ln L –54580.04 ln L –48603.46 ln L –48480.82

par 8 par 16 par 24 par 48

GTR
+ G4

ln L –48234.73 ln L –48191.01 ln L –45679.42 ln L –45463.35

par 9 par 18 par 27 par 54

partitioning strategy

example: concatenated dataset of two plastid genes

scheme for selecting a partitioning strategy and a set of models using AIC

single partition genes codon positions genes + codon pos.

GY94
ln L –45211.56

par  not applicable not applicable

AIC

not applicable11 

90445.12

90000

94800

99600

104400

109200

114000

AIC score

Fig. 3. Manual selection of models using the Akaike Information Criterion. The scheme illustrates the four steps that need to

be taken to calculate the AIC score of a set of user-specified combinations of partitions and models. The combination

receiving the lowest AIC score can be used in further analyses. The table shows the fit of various partitioning strategies and

models to a dataset of two plastid genes (rbcL and atpB) for representatives of the Viridiplantae. The AIC scores are

represented with colour codes, red indicating high scores (poor fit to the data) and green indicating low scores (good fit),

Whereas partitioning into genes does not improve model fit, partitioning into codon positions yields a significant increase.

Adding among-site rate variation to the models (þ�4) also yields considerable increase in model fit. The lowest score, however,

is that obtained with a simplified version of the GY94 codon substitution model, illustrating that models with extra

biochemical realism better fit the data than standard and partitioned nucleotide models.
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Philippe et al., 2005a; Baele et al., 2006; Lockhart
et al., 2006; Ruano-Rubio & Fares, 2007).
Obviously, site- and tree-heterogeneity can both
be present in a dataset. A special case where site-
specific rates vary across the tree is known as
heterotachy (Lopez et al., 2002). Systematic error
resulting from tree-heterogeneity is much more
difficult to identify and overcome than bias due to
site-heterogeneity. Examination of its occurrence
usually ensues from observing unexpected relation-
ships or indications for long-branch attraction and
is rarely carried out by default (but see, e.g.
Shalchian-Tabrizi et al., 2006).
Branch-specific rate shifts can usually be identi-

fied in a preliminary tree, either visually or more
formally with the relative-rates or Tajima test
(Tajima, 1993). Compositional heterogeneity can
be visualized with SeqVis (Ho et al., 2006). Other
methods for assessing compositional heterogeneity
are reviewed by Jermiin et al. (2004). A few
procedures to detect heterotachy have been pro-
posed (Lockhart et al., 1998; Baele et al., 2006;
Ruano-Rubio & Fares, 2007). Because both the
misleading signal and the correct phylogenetic
signal are present in the dataset, they may also be
detectable using spectral analysis and network
methods (Kennedy et al., 2005 and references
therein). A number of explorative experiments
have been proposed to examine whether observed
heterogeneities influence the topology. First,
excluding some of the deviant branches from the
analysis may change the position of the remaining
deviant branches (e.g. Rodrı́guez-Ezpeleta et al.,
2007a). Second, exploring the exclusion of fast sites
(see section below: Data saturation) may indicate
problems relating to tree-heterogeneity (Bergsten,
2005; Rodrı́guez-Ezpeleta et al., 2007a). Third,
parametric simulation may be used to assess
whether the tree-heterogeneity is strong enough
to mislead the tree inference method (e.g.
Huelsenbeck, 1997; Foster, 2004).
The various solutions that have been proposed

to overcome phylogenetic bias due to tree-hetero-
geneity can be subdivided in three main classes.
First, tree-heterogeneous models of sequence
evolution can be used. The covarion model
(usually called covariotide when applied to nucleo-
tides) is a relatively simple and quite commonly
used tree-heterogeneous model. It models a special
form of heterotachy where characters can switch
between an on-state, during which they evolve
according to a regular model (e.g. GTR) and an
off-state, during which they do not change (e.g.
Penny et al., 2001). Incorporating tree-heterogene-
ity of base composition or substitution rate
matrices is also possible, but such models are
very parameter-rich, processor-intensive, and
rarely used. They are implemented in HyPhy

(Kosakovsky Pond et al., 2005) and p4 (Foster,
2004). Second, more taxa can be included in the
analysis (e.g. Graybeal, 1998). Expanded taxon
sampling does not decrease the tree-heterogeneity
but the extra information may provide the tree-
inference methods with the necessary clues to
recover a better phylogeny (see section below:
Taxon sampling). Third, it may be possible to
mitigate systematic error due to tree heterogeneity
by reducing the amount of substitutional satura-
tion in the dataset. Reducing the level of saturation
can be done by coding the characters differently
(e.g. RY-coding) or by removing a fraction of fast-
evolving characters, a technique known as site
stripping. Data saturation is dealt with in more
detail below.
Combinations of model misspecifications can

affect phylogenetic analyses in complex ways (e.g.
Ho & Jermiin, 2004). It is important to note that
analyses of distantly related organisms are more
susceptible to phylogenetic bias because data
saturation enhances phylogenetic bias. It has
been shown that systematic error becomes espe-
cially problematic when internal branches are short
compared with terminal branches (Ho & Jermiin,
2004; Jermiin et al., 2004). Consequently, when one
wishes to resolve rapid, ancient radiations (e.g. in
genome-scale studies), the interaction between
saturation and systematic error becomes a major
issue that has to be dealt with in detail (Philippe
et al., 2005b; Rodrı́guez-Ezpeleta et al., 2007a).
Because the algae consist of some ancient groups,
extreme care should be taken to avoid phylogenetic
biases (Müller et al., 2001; Rodrı́guez-Ezpeleta
et al., 2007b). Systematic error has also been
suggested to be at play at lower taxonomic levels in
algae (Leliaert et al., 2007; Verbruggen et al.,
2007), so it is advisable to be alert to this problem
in all phylogenetic endeavours.

Data saturation

Because nucleotide characters possess only four
states, fast-evolving sites that undergo multiple
changes along the branches of a tree become
saturated with convergent substitutions and state
reversals. In the absence of model violations,
increasing amounts of saturation mask the remain-
ing phylogenetic signal, resulting in loss of resolu-
tion in the obtained phylogenies and decreasing
accuracy (Ho & Jermiin, 2004). In the more
realistic case that the chosen model of sequence
evolution deviates from the true evolutionary
processes that have acted on the sequences,
saturation enhances systematic error, which can
lead to inference of a strongly supported but wrong
tree (Ho & Jermiin, 2004; Jeffroy et al., 2006;
Rodrı́guez-Ezpeleta et al., 2007a).
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Whether saturation is present in a dataset
depends on the marker’s rate of evolution and
the age of the group of organisms under study.
Saturation is mainly a concern for phylogenetic
inferences between more distantly related organ-
isms; it is rarely an issue for studies of closely
related organisms. Fast markers are more likely
than slow markers to show saturation. It should be
noted that even within a single marker, characters
usually evolve at different rates (e.g. codon
positions within genes), and saturation of fast
characters may mask the historical signal present
in slower characters.
Several approaches have been suggested to

detect saturation in empirical datasets. The most
commonly used one is making a scatterplot of
uncorrected versus corrected genetic distances of

all taxon pairs (Fig. 4). The corrected distance (on
the x-axis) between two taxa is the patristic
distance based on a model of sequence evolution
that takes into account that multiple substitutions
can happen along a branch. The uncorrected
distance (on the y-axis) is the fraction of sites
that differ between the two taxa. When no
saturation is present one would expect both
distances to be equal (dashed line), whereas in
the presence of saturation the plot would be
expected to level off with increasing distance. The
degree to which the curve levels off indicates the
amount of patristic distance that is not represented
in the uncorrected distances, in other words, it is a
measure for the amount of saturation (Fig. 4). In
empirical studies, the slope of a linear regression
through the plot is sometimes used as a measure of
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Fig. 4. Visual methods for detecting saturation in molecular phylogenetic datasets. The three graphs on the left show how

plotting uncorrected versus corrected pairwise genetic distances allow assessment of the degree of substitutional saturation in a

dataset. The dashed line indicates the expected correlation in the absence of saturation (i.e. uncorrected distances equal

corrected distances). The datasets in the three plots were generated by simulating markers evolving at different rates along the

same tree, facilitating comparison between the three panels. The top panel represents the slowest marker and does not deviate

far from the dashed line. The centre plot shows the results for a marker evolving at an intermediate rate. The bottom panel

shows the strongest deviation from the dashed line, indicating strong saturation in this fast marker. Note the different scales

along the x-axis. The top right panel illustrates how the slope of the linear regression through the saturation curve can be used

as a measure of the amount of saturation in a dataset. The data in this plot are for the slow and intermediate markers from the

previous graphs. The triangles in the lower right of the figure illustrate likelihood mapping. The left panel shows the parts of

the graph indicating tree-like signal (corners, indicated with þ), conflicting signal (along the sides) or the lack of signal (in the

centre). The centre panel shows the application of this technique to a red algal rbcL dataset of 20-taxa (Hommersand et al.,

2006). A great majority of points are located in the corners, indicating that the quartets in this dataset are tree-like. When only

third codon positions are considered (right panel), a substantially larger amount of the quartets were unresolved, indicating

moderate saturation at third codon positions.
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saturation (Fig. 4; Jeffroy et al., 2006; Rodrı́guez-
Ezpeleta et al., 2007a).
Likelihood mapping is another method to

visualize the amount of signal vs. noise in a dataset
(Strimmer & von Haeseler, 1997) and is imple-
mented in Tree-Puzzle (Schmidt et al., 2002). This
approach visualizes the tree-likeness of quartets of
taxa in a triangular graph. Quartets that are
unresolved are plotted as a dot near the centre of
the triangle, those that yield strong support for one
topology are plotted in one of the corners, and
when there is support for two conflicting topolo-
gies, the quartet is plotted near a side of the
triangle (Fig. 4). High densities of dots near the
centre and/or sides indicate high levels of noise.
High densities in the corners indicate strong
phylogenetic signal in the quartets. Although this
is usually indicative of strong phylogenetic signal
in the complete dataset, this is not guaranteed
because quartets may be in conflict with one
another. Treeness-triangles are another triangle-
based method to visualize the tree-likeness of a
phylogenetic dataset but have not yet been
extensively used (White et al., 2007).
One flaw of the visual exploration methods is

that they do not allow an objective assessment of
whether or not the amount of saturation present in
the data is problematic for tree inference. To
counter this problem, an index to measure
substitution saturation and a test to determine
the usefulness of a dataset for phylogenetic analysis
have been proposed (Xia et al., 2003) and
implemented in DAMBE (Xia & Xie, 2001). The
index is a measure of entropy and is rooted in
information theory rather than phylogenetic
theory, but the measure is clearly related to the
amount of noise in a dataset. Despite the fact that
this method has not been thoroughly tested yet, it
has gained some popularity in recent years.
The amount of saturation in a dataset can be

reduced by removing saturated characters, a
technique known as site stripping. In many cases,
a coarse and largely subjective approach toward
data removal is used, e.g. exclusion of third codon
positions. A more objective technique is to measure
the evolutionary rate of all characters and re-run
analyses with increasing amounts of fast characters
removed (Ruiz-Trillo et al., 1999; Burleigh &
Mathews, 2004; Rodrı́guez-Ezpeleta et al.,
2007a). Site stripping has been used to resolve
some ancient nodes crucial to the understanding of
algal evolution (Lemieux et al., 2007; Rodrı́guez-
Ezpeleta et al., 2007a; Rodrı́guez-Ezpeleta et al.,
2007b). It must be noted that despite the fact that
site stripping is gaining popularity, we do not know
of any studies validating the approach through
simulation. Similarly, removing blocks of ambigu-
ously aligned data also discards fast-evolving parts

of the sequences in which homology is hard to
assess (Talavera & Castresana, 2007). The
packages Gblocks and SOAP can be used to
detect and remove ambiguously aligned alignment
regions (Castresana, 2000; Loytynoja &
Milinkovitch, 2001).
As an alternative or supplement to direct

exclusion of data, saturation can also be mitigated
by using different character coding strategies.
Because transitions are more common than trans-
versions, they are more likely to cause saturation.
This can be overcome by recoding the characters
into puRines (A & G! R) and pYrimidines (C &
T! Y), a process known as RY-coding (Phillips &
Penny, 2003). This recoding has two important
consequences: (i) only transversions are considered
in phylogenetic analyses and (ii) potential
GC-biases are removed, reducing the potential
for systematic error. Similarly, protein-coding
sequences can be analysed as amino-acid sequences
instead of nucleotide sequences, mitigating the
saturation that can occur by excessive synonymous
substitutions. Like site-stripping, RY and amino-
acid coding reduce the total amount of information
in the dataset, but it is done by modifying the
character space instead of removing characters.
Finally, the application of codon models changes
the parameter space to mitigate saturation at
degenerate sites while retaining all information in
the dataset.
A comment on substitutional saturation at third

codon positions seems appropriate to conclude this
section. On average, third positions evolve
much faster than first and second positions
(Fig. 5) due to the fact that substitutions at third
positions are largely silent. There has been
considerable debate about whether third positions
should be included or excluded from phylo-
genetic analyses, with pleas for their exclusion
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(e.g. Swofford et al., 1996; Blouin et al., 1998) and
defences of their inclusion (Björklund, 1999;
Källersjö et al., 1999; Müller et al., 2006). The
topic has received substantial attention in the algal
literature (Daugbjerg & Andersen, 1997; Siemer
et al., 1998; McIvor et al., 2002; Goertzen &
Theriot, 2003; De Clerck et al., 2006; Le Gall &
Saunders, 2007). Despite indications for satura-
tion, third codon positions commonly outperform
first and second codon positions in phylogenetic
analyses (Simmons et al., 2006).
As far as character rate distributions are

concerned, the performance of third codon posi-
tions agrees with theoretical expectations: com-
pared to first and second codon positions, the
majority of which are very slow and can be
expected to yield sparse information about rela-
tively deep nodes, evolutionary rates of third
codon positions vary widely and can be expected
to yield information about nodes across a con-
siderable time span (Townsend, 2007). Obviously,
the whole equation largely depends on the age of
the group of organisms under study, and therefore
requires a case by case evaluation. Furthermore,
one is not compelled to make the drastic choice
between inclusion and exclusion of third codon
positions. Intermediate solutions (i.e. moderate site
stripping) and alternative approaches such as the
use of codon models or character recoding may
turn out to be worthy substitutes.

Tree rooting

Determining the correct location of the root (i.e.
the oldest point) of a tree is fundamental to the
interpretation of the branching order of the taxa
under study and is a prerequisite for inferring and
interpreting the historical patterns of biologically
relevant characters. It has long been appreciated
that tree rooting is one of the most delicate
aspects of phylogenetic analysis (Smith, 1994;
Swofford et al., 1996), and algae are no exception
to this rule (e.g. Saunders et al., 2002; Withall &
Saunders, 2006; Leliaert et al., 2007; Verbruggen
et al., 2007).
The most common way of inferring the root of a

tree is by including one or a few outgroup taxa in
addition to the organisms of interest. Although this
method may work in a majority of cases, it is
important to realize that outgroup rooting intro-
duces one or several significantly more distantly
related sequences, potentially exposing the phylo-
genetic analysis to systematic error. It has been
well-documented that outgroups can attach to a
wrong ingroup branch and even disrupt the
relationships among ingroup taxa (Holland et al.,
2003; Shavit et al., 2007).

Two methods that do not require the use of
outgroups have been proposed for rooting phylo-
genetic trees. The first method is based on the use
of non-reversible models of sequence evolution.
Standard models of sequence evolution assume
reversibility of the substitution process, meaning
that the probability of any type of substitution is
equal to the probability of the inverse substitution
(e.g. Pr (A!T)¼Pr (T!A)). When this assump-
tion is not made, the model is called non-reversible,
and trees inferred under such models are auto-
matically rooted (Yang, 1994b). The second type
of method relies to some degree on the assumption
of clock-like evolution. The rationale behind this
approach is that, if evolution is clock-like, the root
of the tree is situated at exactly the same distance
from each terminal taxon. Phylogenetic inference
under a uniform molecular clock model automa-
tically roots the tree at its oldest point. Tree
inference with a relaxed molecular clock method
has the same effect but does not require strict
clock-like evolution (Drummond et al., 2006).
Mid-point rooting starts from an unrooted phylo-
genetic tree of ingroup taxa inferred using a
standard model. It finds the two most divergent
taxa in the phylogeny and places the root at the
midpoint of the path connecting these two taxa
(Farris, 1972). This method also assumes a certain
degree of clock-like evolution, but in this case only
the most divergent lineages are assumed to have
evolved at the same rate.
Simulation studies have shown that outgroup

rooting is very accurate if the outgroup is closely
related to the ingroup and that its accuracy
decreases with increasing genetic distance between
the ingroup and the outgroup (Huelsenbeck et al.,
2002b; Holland et al., 2003). In other words, the
ideal outgroup sequence would be that of the latest
common ancestor of the ingroup, and the further
the chosen outgroup is from this latest common
ancestor, the lower the chances that outgroup
rooting will yield the correct root position. One
should thus strive for selecting the closest possible
outgroup in terms of genetic distance. In most
cases this will be the immediate sister clade.
However, if the immediate sister clade has experi-
enced increased rates of evolution, an earlier
branching, slower evolving clade may serve better
(Lyons-Weiler et al., 1998). Using multiple out-
group taxa yields more accurate results than using
a single outgroup taxon (Shavit et al., 2007), but
these taxa should preferably come from within a
single, closely related lineage. Sampling outgroups
by taking one species from each of a set of
increasingly distant lineages has been shown to
be a poor strategy (Smith, 1994).
The molecular clock rooting method was shown

to be a valuable alternative to outgroup rooting,
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being robust to the problems affecting outgroup
rooting (Huelsenbeck et al., 2002b). The drawback
of molecular clock rooting is that its accuracy
decreases with the degree of violation of the
molecular clock assumption (Huelsenbeck et al.,
2002b). Although it has not been tested in detail,
the same can be expected from the mid-point
rooting method. Relaxed clock models should
provide accurate estimates of the root position
under a wider range of rate variation than the strict
molecular clock method (Drummond et al., 2006),
but this assertion awaits verification. Using stan-
dard non-reversible models of sequence evolution
for inferring the root position was shown to be
inaccurate (Huelsenbeck et al., 2002b) but a more
recent study shows that small alterations of the
model architecture may yield much better infer-
ences about the root position (Yap & Speed, 2005).
This method clearly has potential, but it has not
yet been extensively tested and non-reversible
models are rarely implemented in tree inference
programs. Molecular clock models are much more
commonly implemented. The uniform (strict)
molecular clock is implemented in several ML
and BI programs. The BEAST package allows
inferences under strict and relaxed molecular clock
models (Drummond & Rambaut, 2007).
A general recommendation to the rooting

problem is to use the method whose assumptions
are least likely to be violated by your data. If a
nearby outgroup is available, outgroup rooting is
a good option. If the data do not violate the
molecular clock too strongly, inferences under a
strict or relaxed molecular clock model will yield
a good root position. When in doubt about the
suitability of a method or an outgroup, the golden
rule is to explore the position of the root with
different methods and different outgroups. When
using the outgroup method, it is also advisable to
establish the effect of outgroup sequences on the
ingroup topology by re-running the analysis with-
out the outgroup sequences. If the ingroup
topology differs between analyses, the result with-
out the outgroup is more trustworthy (Holland
et al., 2003; Shavit et al., 2007).

Experimental design

As in other branches of science, experimental
design is of great importance for phylogenetic
studies. Despite the attention and debate about
‘adding taxa or characters’ (Hillis et al., 2003 and
references therein), such aspects of experimental
design are often overlooked in empirical studies.
Yet it is important to realize that the number of
taxa one includes, the phylogenetic spectrum that
they cover, the choice of markers and the selection

of characters are decisions that can influence the
outcome of a phylogenetic analysis.

Taxon sampling

Many studies have shown that choice of taxa may
strongly affect the inferred phylogeny (e.g. Pollock
et al., 2002; Zwickl & Hillis, 2002; Goertzen &
Theriot, 2003). In the worst case, sparse and
uneven sampling of taxa can result in long-
branch attraction or other biases. Improved
taxon sampling can ameliorate many of the
problems affecting phylogenetic inference. While
this makes intuitive sense, the literature presents
conflicting claims (e.g. Rosenberg & Kumar, 2001
vs. Pollock et al., 2002). Many of these conflicts
can be resolved when one considers the two
components to taxon sampling: the number of
taxa sampled and the distribution of taxa along
long and short branches. Generally speaking, cases
in which increasing the number of taxa decreased
the accuracy of phylogenetic inference have gen-
erally either increased the taxon sampling outside
the scope of interest (i.e. included taxa distantly
related to the ingroup) or added taxa that are very
closely related to those already in the analysis
(Graybeal, 1998; Rosenberg and Kumar, 2001,
2003; Pollock et al., 2002; Zwickl and Hillis, 2002;
Hillis et al., 2003; Hedtke et al., 2006). In
summary, the consensus is that increasing the
number of taxa sampled in the ingroup, particu-
larly where those taxa intersect long branches,
improves phylogenetic accuracy. These results are
relevant for researchers with limited processing
power at their disposal. Because model-based
analyses are demanding in terms of computing
power, such researchers may be tempted to lower
the number of taxa in their parametric analyses,
which may be counter-productive.
Another practical consideration is whether the

systematist includes more taxa or more characters.
The answer is likely to be study-specific (Poe &
Swofford, 1999; Hedtke et al. 2006). A recent
genome-scale analysis has led to the claim that
adding enough genes can significantly improve
accuracy (Rokas et al., 2003). This specific claim
was flawed because bootstrap values were used to
measure accuracy, while little attention was paid to
accommodating the complexity of the data in the
analyses. When data complexity is insufficiently
accounted for, phylogenetic inference methods are
prone to statistical inconsistency, and increased
amounts of data can yield high support values for
incorrect groups. Genome-scale studies are likely
to converge on some answer whether it reflects
phylogenetic history or biases in the data, under-
scoring advice we have given in previous sections,
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to understand and explore one’s data through
various means.
At present, we see no alternative to a somewhat

ad hoc and recursive approach to taxon sampling:
primary studies should focus on increasing the
number of taxa, evaluate for long-branch and bias
problems, and then add taxa and/or characters as
might be suggested by analogous situations (in the
above cited and similar studies). While this is not
entirely satisfactory, Geuten et al. (2007) have
made an initial foray into a more objective
approach into this problem and the advice given
there is very similar to that of Graybeal (1998) and
Poe (2003): trees are constructed most accurately if
new taxa are added towards the base of long
branches and least accurately if new taxa are added
close to the tips of long branches. In conclusion,
the focus should not lie exclusively on the number
of taxa included in the study. Rather, one should
attempt to obtain a set of taxa that maximizes the
phylogenetic diversity within the bounds of finan-
cial and practical possibilities (Pardi & Goldman,
2007).

Marker choice

Given the reality of limited funding, only one or a
few markers can be sequenced for the majority of
systematic studies. As a consequence, the question
poses which DNA marker(s) to choose. A number
of factors usually determine this choice. The
marker’s use in previous studies may be important,
because using previously published information
can reduce the cost. The ease of amplification,
sequencing and alignment, and the copy number of
the marker are other factors to consider. The main
focus of marker choice, however, should be on the
utility of the marker to resolve the question at
hand. Markers often have different properties and,
as a consequence, some are more useful for a
certain purpose than others. Important aspects of
the phylogenetic utility of a marker are its rate of
evolution and the distribution of rates across
characters (Graybeal, 1994; Townsend, 2007). It
is intuitively simple that fast characters will be
more useful for resolving recent divergences and
slow characters will prove more effective for older
divergences. Actually, the ideal rate of a character
to resolve a polytomy is inversely related to the age
of the polytomy (Townsend, 2007). The rate one
wishes a marker to have depends on the age of the
group under study, and the distribution of rates
across characters ideally spans the range of
relationships that need to be resolved.
Despite its consequential role in phylogenetic

experimental design, the choice of markers for
investigating phylogenetic questions at a given
taxonomic level is more often based on common

belief than determined on the basis of objective
criteria. A number of studies highlight the different
approaches that can be taken to investigate
theoretical and practical aspects of marker infor-
mativeness (Graybeal, 1994; Goldman, 1998;
Yang, 1998; Shpak & Churchill, 2000; Müller
et al., 2006; Townsend, 2007). However, such
techniques are rarely used and have, to our
knowledge, not yet been applied in large-scale
surveys of phylogenetic information content of
commonly used markers for algal systematics.

Marker combination

Analysing datasets composed of multiple markers
is an issue closely related to the previous one.
Additional markers can increase the phylogenetic
signal; yet using different markers also introduces
data heterogeneity that may hamper the analysis.
Initially, two opposed approaches were advocated:
simultaneous vs. separate analysis. The total
evidence approach recommends simultaneous ana-
lysis of all evidence. In molecular phylogenetics,
this would come down to analysis of a concate-
nated dataset containing all available markers
(supermatrix approach) (Kluge, 1989). The oppo-
site approach consists of analysing individual loci
separately and combining the resulting trees using
consensus or supertree approaches. Using consen-
sus trees was largely abandoned because it did not
retain information about support for the individual
trees (Eernisse & Kluge, 1993) but supertree
approaches have become relatively popular despite
the reservations that exist about these methods
(Bininda-Emonds, 2004). The simultaneous vs.
separate analysis issue has been strongly debated
(reviewed by, e.g. Nixon & Carpenter, 1996), with
arguments often varying depending on the parti-
cular circumstance of concern. The debate has
largely settled and alternative, more sensible
approaches have gained popularity.
The practice of conditional combination was an

early intermediate between both extremes, which
comes down to performing a statistical test to
evaluate whether the data are sufficiently homo-
geneous to be analysed simultaneously (Bull et al.,
1993; Huelsenbeck et al., 1996). If homogeneous,
the data are analysed simultaneously; otherwise,
they are analysed separately. Detecting homoge-
neity in practice is difficult. The incongruence-
length difference test (Farris et al., 1994), also
known as partition homogeneity test, has been
used for many years but is a poor indicator of data
combinability (Barker & Lutzoni, 2002; Darlu &
Lecointre, 2002). A parametric method has been
proposed (Huelsenbeck & Bull, 1996; Huelsenbeck
et al., 1996) but has not been used much, probably
because there are no user-friendly implementations
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of this test. In addition to these early methods, a
few other approaches have been used but so far, no
standard has emerged (Hipp et al., 2004; Planet,
2006; Struck et al., 2006; Chen et al., 2007; Sung
et al., 2007).
As mentioned above (Model selection,

Systematic error), data heterogeneity can also be
incorporated in phylogenetic inference by using
partitioned or mixture models. This comes down to
applying the total evidence approach but allowing
the evolutionary process to vary among loci.
Nonetheless, it is important to stress that tree
inference under such models still assumes that all
loci evolved along a common species tree.
Violation of this assumption, for example by
lateral gene transfer, may lead to unstable phylo-
genies and, more fundamentally, inferring trees
from data that are known to violate this assump-
tion is quite nonsensical. In the case of lateral gene
transfer, it may be more sensible to use methods
that can simultaneously infer the species tree and
lateral gene transfer events, given that a sufficiently
large number of genes are available (Galtier, 2008).
Methods have also been designed to infer the
species tree in the presence of incomplete lineage
sorting (Carstens & Knowles, 2007).

Uncertainty about results

The tree resulting from a phylogenetic analysis is
often seen as a point estimate, a single and best
result. This view may be misleading for a number
of reasons. First, it is possible that shortcuts in the
algorithms lead to a suboptimal solution (see
section below: Exploration of tree space). Second,
one should be aware that there are usually several,
similar topologies whose likelihood values hardly
differ. Considering this, it may be useful to obtain
and study a set of trees that explain the data almost
equally well. Several techniques have been devel-
oped to quantify topological uncertainty. At the
level of individual nodes, these include non-
parametric bootstrapping and interior branch
tests (reviewed by e.g. Felsenstein, 2004; Yang,
2006). At the level of whole trees, one can use
likelihood tests to compare different topologies
(see section below: Likelihood tests of topologies) or
posterior probabilities from Bayesian inferences
(see section below: Posterior distribution of trees).

Exploration of tree space

The set of possible topologies for a given set
of taxa is called the tree space. The tree space
grows incredibly fast with increasing taxon num-
bers. In order to obtain the ML tree of a set
of taxa, the likelihood score has to be calculated
for every possible topology (exhaustive search).

This becomes impossible even for moderate-sized
datasets because of computational limitations.
Instead, shortcuts (heuristic algorithms) are used
to walk through tree space in search for the ML
tree (Felsenstein, 2004; Yang, 2006; Whelan, 2007).
Most heuristics are hill-climbing algorithms, mean-
ing that they start from a given tree, create a set of
neighbouring trees by making modifications to the
start tree, evaluate the likelihood of the neighbour-
ing trees, and pick the one with the highest
likelihood as the starting point for a next
modification step. This procedure is repeated
until a likelihood optimum is reached. If the
modifications to the start tree are small, only a
limited part of tree space surrounding the start tree
is explored. If the true ML tree is separated from
the start tree by a set of intermediate trees that
have a relatively low likelihood, the true ML tree
may never be visited during the search. In this case,
the analysis is said to get stuck on a local optimum.
In order to avoid this problem one can perform
multiple heuristic searches from different start
trees. If the start trees are sufficiently spaced out,
this yields a strong increase of the probability of
finding the true ML tree. It is important to note
that especially the programs that allow likelihood
inference using complex models are liable to
becoming stuck on local optima. Using complex
models and performing intensive tree searches are
both computationally expensive, and in order to
yield acceptable running times, there is often a
trade-off between them. RAxML and TreeFinder
both choose model complexity at the expense of
tree space coverage, and, as mentioned in these
programs’ manuals, it is critical to start searches
from multiple start trees.
In contrast to the hill-climbing methods used in

ML inference, the MCMC used in Bayesian
analysis does allow moderate decreases in like-
lihood along the chain (see section above:
Introduction), which reduces the chances of getting
stuck on local PP peaks. Furthermore, the popular
BI program MrBayes (Ronquist & Huelsenbeck,
2003) implements Metropolis-coupled MCMC
(MCMCMC or MC3), in which several chains are
run in parallel. The first chain is called the cold
chain and the other chains are incrementally
heated. Heating chains flattens out the posterior
distribution, making it easier to hover through tree
space and find distant regions with high PP. After
each generation, chains can be swapped, resulting
in a situation where heated chains can become
colder when they arrive in a high-PP region of tree
space. Only the output from the cold chain is used
to summarize the posterior distribution and,
thanks to chain swapping, this chain will contain
a more complete image of the high-PP regions of
tree space. MC3 comes at a considerable
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computational cost because several chains have to
be run in parallel (Altekar et al., 2004; Beiko et al.,
2006).
Even though BI was initially portrayed as a fast

alternative to ML (e.g. Larget & Simon, 1999), it
seems that this view needs to be re-evaluated. The
fact that several chains have to be run in parallel
for MC3, that one should preferably perform
several independent runs, and that chains need to
be run sufficiently long to achieve convergence of
the parameter estimates and obtain a sizable
posterior sample can imply long running times.
Because computations are much slower for large
datasets and complex models, many users may be
tempted to run shorter chains to have a result
within an acceptable amount of time. This is bad
practice because longer chains are often needed to
achieve convergence in larger datasets and with
complex models. So, chain lengths should be
increased rather than decreased when analysing
large or complex datasets.
A number of visual tools and statistics can be

used to investigate convergence of runs. These
tools cannot be used to prove convergence but they
can be used to diagnose the lack thereof (Nylander
et al., 2007). The program Tracer (Rambaut &
Drummond, 2007) draws traces of all parameter
values optimized during an MCMC. When multi-
ple runs are loaded, the traces can be viewed in a
single graph for rapid visual assessment of
convergence between runs. Tracer also calculates
the effective sample size (ESS) for each parameter.
This statistic is calculated for each run separately
and indicates whether the parameter in question
has been sampled sufficiently during the run. The
application Are we there yet? (AWTY) focuses on
comparing tree files between parallel MCMC runs
(Nylander et al., 2007). It includes various visual
methods to investigate topological convergence
between the runs.

Likelihood tests of topologies

Competing hypotheses are fairly common in
algal systematics. One example concerns the
relationships between the three green algal
classes, Ulvophyceae, Trebouxiophyceae and
Chlorophyceae comprising what has become
known as the UTC clade. Based on ultrastructural
observations, one would expect the Ulvophyceae
to branch first, leaving Trebouxiophyceae and
Chlorophyceae as sisters (Mattox & Stewart,
1984). Evidence from the chloroplast genome,
however, suggests that Chlorophyceae branch
first, leaving Ulvophyceae and Trebouxiophyceae
as sisters (Pombert et al., 2005). The two compet-
ing topologies can be compared in a likelihood
framework using the Kishino-Hasegawa (KH) test

(Kishino & Hasegawa, 1989). The test assesses
whether or not the topological hypotheses have a
significantly different likelihood, given the data
and model of sequence evolution. The KH test
assumes that the topologies being compared were
both pre-specified. For our green algal example
this would mean that it would be inappropriate to
use the KH test to test both hypotheses against a
chloroplast genome dataset because the chloro-
plast genome hypothesis is derived from such a
dataset. This illustrates that molecular systematists
are more often interested in evaluating whether
certain pre-specified topologies are significantly
different from (i.e. worse than) the tree obtained by
ML analysis. The Shimodaira-Hasegawa (SH) and
approximately unbiased (AU) tests can be used for
this purpose (Shimodaira & Hasegawa, 1999;
Shimodaira, 2002). For our green algal example,
the hypothesis based on the ultrastructural evi-
dence turned out to be significantly worse than the
ML tree (Pombert et al., 2005).
The KH and SH tests are implemented in

PAUP� (Swofford, 2003). For applications that
require more complex models, the TreeFinder or
PAML implementations of the SH test may be
used (Jobb et al., 2004; Yang, 2007). The consel
package implements a variety of tests, including
the KH, SH and AU tests (Shimodaira &
Hasegawa, 2001); it takes input from several
phylogeny programs, so the models used can be
as complex as those programs allow.
Parametric simulation has also been proposed to

compare topological hypotheses (Huelsenbeck &
Bull, 1996; Swofford et al., 1996). Due to the
computational burden, high error levels, and
model sensitivity associated with such tests
(Goldman et al., 2000; Buckley, 2002), they are
not used often.

Posterior distribution of trees

Bayesian inference is naturally suited to handle
topological uncertainty. The posterior probability
(PP) of each tree and of individual branches in the
tree can be calculated from the post-burn-in
sample of trees. A tree’s PP is estimated by the
number of generations the MCMC has spent on
that tree. The interpretation of a tree’s PP is
straightforward: it is the probability that the tree is
correct given the data, model and prior. In taxon-
rich empirical datasets, posterior probabilities of
whole trees can be very low because the data
usually contain noise, yielding support for a set of
similar trees.
The posterior distribution makes comparing

topological hypotheses straightforward: one can
sum the PP of all posterior trees that support
each hypothesis and compare the resulting
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probabilities (Buckley, 2002). Although useful, this
Bayesian approach for tree comparison has been
shown to be highly sensitive to model mis-
specification, particularly under-specification
(Buckley, 2002). Posterior probabilities of topolo-
gical hypotheses can be calculated by defining
them as a constraint in PAUP� and filtering the
post-burn-in MCMC tree output using PAUP�’s
filter command. The proportion of trees retained
corresponds to the posterior probability of the
hypothesis of interest. If one wishes to attach
significance values to a comparison of competing
topological hypotheses, Bayes factors may be used
(Aris-Brosou, 2003).

Posterior probabilities and bootstrap values

Clade support can also be calculated from the
posterior distribution. Posterior clade probability
is calculated as the proportion of MCMC trees in
which the clade is present. Again, its interpretation
is simple: it is the probability that the clade is
correct given the data, model and prior. Bayesian
PPs are often extremely high compared with ML
bootstrap values and there has been considerable
debate about how to compare them (reviewed by
Alfaro & Holder, 2006). Both measures come with
their drawbacks. Bootstrap values lack a straight-
forward statistical interpretation (Berry & Gascuel,
1996; Soltis & Soltis, 2003). The systematist’s
interest is usually in knowing how accurate an
inferred branch is.
Bootstrap values have been shown to correlate

with accuracy to some extent in simulation studies
(e.g. Hillis & Bull, 1993; Efron et al., 1996).
However, this conclusion should be interpreted
with care, as they depend on the assumption that
the correct model of sequence evolution is being
used. It is not clear how robust this inference is to
violations of model assumptions. As mentioned
above, Bayesian PPs are easier to interpret.
However, they are very sensitive to model mis-
specification (particularly under-specification) and
choice of priors (Buckley, 2002; Huelsenbeck &
Rannala, 2004; Lemmon & Moriarty, 2004; Yang
& Rannala, 2005).
Consequently, interpretation of bootstrap values

and PPs in empirical studies remains problematic.
Both seem to be good estimators of accuracy when
the chosen model of sequence evolution is identical
to the model that generated the data, but this
deviates from the reality confronting empirical
workers. Many systematists use bootstrap values
of 70 or more as strong support and of 80 or more
as very strong support. These thresholds, originally
suggested by Hillis & Bull (1993), are often used
without consideration of the conditions under
which they were inferred (symmetric trees, rate

homogeneity throughout the trees, and small
divergences). Similarly, PPs higher than 0.95 are
often used to indicate strong support and PPs of
1.00 are considered evidence for very strong
support, but without consideration of the sensitiv-
ity of PP to model parameterization. Because of
these issues, it is considered good practice to
compare support using different models and
inference methods.

Visualizing uncertainty

It can be quite useful to incorporate topological
uncertainty in the presentation of phylogenetic
results, as this allows quick evaluation of con-
fidence. One commonly used method is to present
bootstrap values or PPs at the nodes of a tree.
When node support is reflected in the thickness of
the branches preceding them, it allows immediate
visual inspection of the credibility of different parts
of the tree. The previous approach shows only one
topology. Another way to visualize noise in a
dataset or conflict between datasets is to show
multiple topological configurations simultaneously
in a single graph, i.e. a split network (Fig. 6;
Holland et al., 2004; Holland et al., 2006).
SplitsTree is a useful program for this purpose
(Huson & Bryant, 2006).

Dating trees

Phylogenetic trees that are calibrated in time yield
much richer evolutionary interpretations than trees
in which this is not the case. Among other things,
they allow juxtaposition of the branching events
with earth’s history, augmenting biogeographic
interpretations. When taxon sampling is close
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Fig. 6. Consensus networks are useful to visualize conflict

between two or more trees in a single graph.
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to complete, rates of cladogenesis can be calculated
in different time frames or in different lineages of
the tree, leading to new hypotheses about the
evolutionary diversification of the organisms under
study.
Calibrating trees in absolute time requires a firm

knowledge and sound interpretation of the fossil
record. When fossils can be placed in a phyloge-
netic framework inferred from extant species, the
methods described below will estimate the ages of
all nodes in the tree. Placing fossils in a phyloge-
netic tree inferred from DNA sequences of extant
species requires an excellent knowledge of the
morphology of the extant lineages, identification of
unique characters and unambiguous identification
of these characters (or combinations of characters)
in the fossil record. Once this has been established
and the ages of the fossils are known, these can be
used as minimum ages for the corresponding
lineages. They are minimum ages because newly
evolved character states do not usually fossilize
until they become relatively common.
The situation outlined above, with multiple fossil

calibration points, is an ideal scenario that is
seldom encountered. Most algal groups do not
fossilize well because they lack hard parts.
Furthermore, their relatively simple, highly plastic
morphologies do not facilitate identifying clear-cut
synapomorphies. However, even in the absence of
fossil calibration points, using the techniques
below can be profitable because not all of the
evolutionary interpretations cited above require an
absolute time-frame.
Dated trees are chronograms; i.e. their branch-

lengths are proportional to time (Fig. 7). Such trees
are ultrametric, i.e. all root-to-tip path lengths are
equal. Because substitution rates of nucleotide
markers are never entirely constant in time,
phylogenetic analysis under standard models
yields non-ultrametric phylograms (Fig. 7).

We will give a brief, hence incomplete overview
of the types of methods and their implementation
in software applications. More detailed reviews of
the methods for obtaining dated trees are available
(Bromham & Penny, 2003; Magallón, 2004;
Sanderson et al., 2004; Welch & Bromham, 2005;
Rutschmann, 2006; Yang, 2006).
In the simplest case of all, no changes in the rate

of molecular evolution are present along the tree.
Under the assumption of such a uniform (strict)
molecular clock, all branches of a phylogenetic tree
have the same substitution rate and the phylogram
corresponds to a chronogram, allowing easy
temporal interpretation. Unfortunately, in empiri-
cal datasets, substitution rates almost always vary
among branches and, for that reason, the strict
molecular clock is seldom used. The clock-likeness
of a dataset can be checked with a hierarchical
likelihood ratio test in several programs (e.g.
PAUP�, HyPhy) or using the Bayes factor (e.g.
MrBayes).
Many solutions have been proposed to deal with

the fact that rates of molecular evolution vary
along the tree. The first class of solutions consists
of local molecular clock methods, which assume a
small number of rate changes along the tree and
rate homogeneity within large chunks of the tree
(Yoder & Yang, 2000). This method is implemen-
ted in PAML (Yang, 2007).
A second, much more popular class of methods,

known as relaxed molecular clock methods, allow
for many changes in the rate of molecular
evolution along the tree (as opposed to only a
few in the local molecular clock methods).
Methods from this class assume that small rate
changes are more likely to occur than large rate
changes and optimize rates along the branches of
the tree. This assumption is known as rate
autocorrelation because under this assumption,
rates on parent branches and daughter branches
are positively correlated. Implementations of this
basic idea are manifold. There are non-parametric
(NPRS¼ non-parametric rate smoothing:
Sanderson, 1997), semi-parametric (PL¼ penalized
likelihood: Sanderson, 2002), or completely para-
metric approaches (Bayesian methods: Thorne
et al., 1998; Kishino et al., 2001; Thorne &
Kishino, 2002; Lepage et al., 2007). These methods
differ in various ways, yielding similar or divergent
results (Aris-Brosou & Yang, 2002; Yang & Yoder,
2003; Pérez-Losada et al., 2004), and the accuracy
of these methods over a range of realistic condi-
tions has not been studied sufficiently. One recent
study brought a significant advance in this area by
testing the fit of a multitude of relaxed clock
models to a series of representative empirical
datasets, concluding that models that assume rate
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Fig. 7. Comparison of a chronogram and a phylogram. In

a chronogram, branch lengths are proportional to time and

root-to-tip path lengths are equal. In a phylogram inferred
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autocorrelation outperform those that do not
(Lepage et al., 2007).
The NPRS and PL approaches are implemented

in the r8s software (Sanderson, 2003). Bayesian
methods are implemented in multidivtime (Thorne
& Kishino, 2003) and PhyloBayes (Lartillot et al.,
2007). The latter program includes a large variety
of relaxed clock models and allows evaluating
these models using Bayes factors (Lepage et al.,
2007).
In contrast to the methods described above,

which all start from a fixed tree and optimize
branch lengths to be proportional to time, relaxed
molecular clock models can also be applied at the
tree inference stage. This is, to our knowledge,
currently only possible using the Bayesian infer-
ence software BEAST (Drummond & Rambaut,
2007), which implements models in which the rate
on each branch of the tree is drawn independently
from an underlying rate distribution (Drummond
et al., 2006). So, unlike the previously cited relaxed
molecular clock methods, this approach does not
assume autocorrelation of rates. In addition to
their merits for molecular dating, analyses with
relaxed molecular clock models have also been
shown to yield more accurate topologies under
certain circumstances (Drummond et al., 2006).

Ancestral character-state estimation

Phylogenetic hypotheses are often used to study
the origin of morphological and/or molecular
characters, physiological adaptations, etc.
Starting with information on contemporary species
only, one aims to make inferences about the
character states of ancestral taxa. This is achieved
by ancestral character state estimation methods,
which map the character of interest onto a
phylogenetic tree, constraining inferences about
the conditions at internal nodes by the shape of the
tree and the character states observed in contem-
porary species. The general methods to estimate
character states are comparable to those used to
build trees (Schluter et al., 1997; Mooers &
Schluter, 1999; Pagel, 1999b; Pagel et al., 2004).
A wide variety of traits, both discrete and

continuous, are of interest to evolutionary biolo-
gists. The states of discrete characters are fixed
values, with no intermediate values possible. DNA
sequence data, for example, are by their nature
discrete. They occur in states that are unique and
non-overlapping: A, C, G or T (U in the RNA
molecule). Phenotypic data such as physiological
or morphological traits, however, naturally occur
as features that can be quantified in one of two
ways, as a measurement along some continuum or
as counts of abundance. For such data, the concept
of ‘discrete’ is intuitively understood to mean

characters whose states are separated by disconti-
nuities, even though there may be variation within
each state. Model-based ancestral state estimation
of discrete traits usually assumes a continuous-time
Markov model to describe the evolution of the trait
(Pagel, 1994; Lewis, 2001b). Much like the situa-
tion for DNA (see section above: Basic model
elements), characters can change states at any given
moment and a matrix describing the rates of
change between different states is estimated from
the data.
Although algal systematists tend to work mainly

with discrete morphological data, several studies
stress the relevance of morphometric data for
taxonomic purposes (Edgar & Theriot, 2004;
Verbruggen et al., 2005; Neustupa & Stastny,
2006). Because most morphometric variables are
continuous (measurements of a structure or vari-
ables derived from e.g. landmark analysis), they
are less commonly studied in a phylogenetic
framework. Furthermore, other types of contin-
uous variables, such as ecological or physiological
features, are rarely studied in a phylogenetic
framework despite their evolutionary relevance.
Several methods have been proposed to study the
evolution of continuous characters along a phylo-
geny. These include squared-change parsimony
(Maddison, 1991), an ML method in which the
character is modelled to evolve according to
Brownian motion (Schluter et al., 1997) and the
general least squares (GLS) method, which allows
more flexibility in model assumptions (Hansen &
Martins, 1996; Martins & Hansen, 1997; Pagel,
1997).
As was the case for phylogenetic inference,

ancestral state estimation of fast-evolving charac-
ters can pose problems in the sense that higher
degrees of uncertainty are associated with ancestral
states compared to slow-evolving characters
(Schluter et al., 1997; Martins, 1999; Oakley &
Cunningham, 2000). Similarly, inferred ancestral
states can be biased if the estimation method’s
assumptions are violated (e.g. Wiens et al., 2007).
Because likelihood-based inferences take branch
lengths and rates of evolution into account whereas
MP does not, the former should be more resistant
to inference error (Pagel, 1999a). Because of such
errors, estimated ancestral states should be inter-
preted with caution. It is often tempting to infer
correlated evolution between characters by obser-
ving their reconstructions along a phylogeny but
this is bad practice. In such cases, model testing
can be used to see how well models that do and
do not assume interdependent evolution of the
traits fit the data (Pagel, 1994). Model fitting can
also be used to gain insight into the evolution of
individual characters. For example, one could
wonder whether change in a character is associated
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with evolutionary time (gradual change) or with
speciation events (punctuational change). Such
questions and many others can be answered using
model fitting approaches.
Parsimony reconstruction of discrete data can be

carried out with most of the available tree
construction software. Mesquite (Maddison &
Maddison, 2007) and its predecessor MacClade
(Maddison & Maddison, 2000) provide a graphical
user interface and visualization tools for such
analyses. Model-based inferences can be made with
Mesquite (ML: Maddison & Maddison, 2007), ape
(ML: Paradis et al., 2004) and BayesTraits (ML &
BI: Pagel & Meade, 2006). The squared-change
parsimony method for continuous data is imple-
mented in Mesquite (Maddison & Maddison,
2007). ML methods for continuous data are
available in ancml and ape (Schluter, 1997;
Paradis et al., 2004). The GLS method is imple-
mented in compare and ape (Martins, 2004;
Paradis et al., 2004). BayesTraits includes a
Bayesian implementation of ancestral state estima-
tion for discrete characters, allowing for uncer-
tainty about the phylogeny, model parameters and
ancestral states. Model comparison can be carried
out with most model-based ancestral state estima-
tion software. Additionally, comet and geiger
allow a variety of models to be fitted (Lee et al.,
2006; Harmon et al., 2008).

Closing remarks

Phylogenetic analysis is and will continue to be a
prominent aspect of algal systematic research.
Thanks to their power and flexibility, the role of
model-based techniques in phylogenetic recon-
struction will continue to increase. Like all
statistical methods, using phylogenetic inference
methods necessitates understanding their assump-
tions and examining whether the data meet these
assumptions. A key requirement for obtaining
accurate phylogenetic results from molecular
sequences is that the model of sequence evolution
is sufficiently close to the processes that have
generated the sequence data. Identifying a suitable
model requires knowledge about the marker and
application of model selection techniques. Once a
phylogenetic result is obtained, further scrutiny is
needed because saturation and process heteroge-
neity may have misled the phylogenetic inference.
In other words, if one aims to infer accurate
phylogenetic trees, extensive exploration of the
dataset is needed to understand various aspects of
the molecular evolution of the marker under study,
and trees obtained at the click of a mouse need to
be interpreted with extreme caution. Furthermore,
it is important to realize that, although ML
analyses normally yield a single tree, considerable

phylogenetic uncertainty surrounds this tree in
most empirical studies.
Model-based phylogenetic analyses can be com-

putationally demanding, which may be a limiting
factor for some researchers. Yet among the trends
in molecular phylogenetic analysis is one towards
remote execution. Several phylogenetic programs
have a web submission form that can be used to
run analyses on remote computing clusters. In
addition to several small-scale initiatives offering
execution of a single program, two supercomput-
ing centres offer remote execution for a variety of
inference programs. At the time of writing, the
Computational Biology Service Unit (CBSU) at
Cornell University offered remote execution of
BEAST and MrBayes jobs (http://cbsu.tc.cornell.
edu/). The Cyberinfrastructure for Phylogenetic
Research (CIPRES) project currently offers
GARLI, RAxML and PAUP�, with several other
applications on the way (http://www.phylo.org/).
Finally, it is important to realize that the

capacity of phylogenies extends far beyond report-
ing the relationships between species. A good
phylogeny is the starting point for a wide array
of inferences about character evolution and diver-
sification of the organisms in spatial, temporal,
ecological and physiological dimensions. Why are
some taxonomic groups more species-rich than
others? Did certain features promote diversifica-
tion? Did traits evolve gradually or did bursts of
change alternate with periods of stasis? How can
evolution and ecology explain current distribution
patterns? The questions one can ask are innumer-
able and so are the methods to answer them (e.g.
Pagel, 1997; Yesson & Culham, 2006; Moore &
Donoghue, 2007; Paradis, 2007). The algae show
an astonishing diversity of life histories, ecologies
and physiologies, making them unequalled case
studies for learning about certain processes of
evolution. Yet many questions about the evolution
of algae remain unanswered, and this is where, in
our opinion, there is a bright future for algal
systematists.
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