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REVIEW

Artificial intelligence in digital histopathology for predicting patient prognosis and 
treatment efficacy in breast cancer
Christine McCaffreya, Chowdhury Jahangira, Clodagh Murphya, Caoimbhe Burkea, William M. Gallaghera 

and Arman Rahmanb

aUCD School of Biomolecular and Biomedical Science, UCD Conway Institute, University College Dublin, Dublin, Ireland; bUCD School of Medicine, 
UCD Conway Institute, University College Dublin, Dublin, Ireland

ABSTRACT
Introduction: Histological images contain phenotypic information predictive of patient outcomes. Due 
to the heavy workload of pathologists, the time-consuming nature of quantitatively assessing histolo
gical features, and human eye limitations to recognize spatial patterns, manually extracting prognostic 
information in routine pathological workflows remains challenging. Digital pathology has facilitated the 
mining and quantification of these features utilizing whole-slide image (WSI) scanners and artificial 
intelligence (AI) algorithms. AI algorithms to identify image-based biomarkers from the tumor micro
environment (TME) have the potential to revolutionize the field of oncology, reducing delays between 
diagnosis and prognosis determination, allowing for rapid stratification of patients and prescription of 
optimal treatment regimes, thereby improving patient outcomes.
Areas Covered: In this review, the authors discuss how AI algorithms and digital pathology can predict 
breast cancer patient prognosis and treatment outcomes using image-based biomarkers, along with the 
challenges of adopting this technology in clinical settings.
Expert Opinion: The integration of AI and digital pathology presents significant potential for analyzing 
the TME and its diagnostic, prognostic, and predictive value in breast cancer patients. Widespread 
clinical adoption of AI faces ethical, regulatory, and technical challenges, although prospective trials 
may offer reassurance and promote uptake, ultimately improving patient outcomes by reducing 
diagnosis-to-prognosis delivery delays.

ARTICLE HISTORY
Received 7 December 2023  
Accepted 19 April 2024  

KEYWORDS
Algorithm; artificial 
intelligence; breast cancer; 
deep learning; digital 
pathology; histopathology; 
image-biomarker; machine 
learning

1. Introduction

1.1. Background

Tumor histology uncovers phenotypic information that is indi
cative of not only disease progression, but also often patient 
outcome [1]. Developments in artificial intelligence (AI) tech
nology have allowed the mining of previously unexploited 
features from routine histology images of cancer, providing 
potential diagnostic, prognostic, predictive, and other clini
cally relevant information [1]. Human assessments of histology 
are subjective and are prone to difficulties in terms of repro
ducibility due to inter-observer variability [2].

The inherent uncertainty in traditional pathology analysis 
may result in inappropriate treatment and secondary compli
cations, adversely affecting patient quality of life [3]. Therefore, 
computational analysis of histology imaging has received sig
nificant attention since the timely and accurate assessment of 
tumor histomorphology and identifying pertinent prognostic/ 
predictive markers are crucial to personalized cancer care. The 
utility of AI in detecting image-based prognostic/predictive 
biomarkers has been demonstrated to be particularly promis
ing for breast cancer [4–6].

Breast cancer is the most common female cancer, account
ing for over a quarter of all cancers in women, with more than 
2.3 million women diagnosed worldwide in 2020 [7]. Breast 
cancer is a heterogeneous disease that still presents chal
lenges for clinicians in predicting the likelihood of disease 
progression, particularly in patients where the disease is 
detected in the early stages [8]. To manage the increasing 
volume of breast cancer cases, meaningful interpretation of 
breast cancer progression to establish prognostic factors and 
limit the number of patients undergoing unnecessary treat
ments is paramount.

Approximately 30% of patients initially presenting with 
early-stage disease develop a recurrence of the disease within 
10 years and, therefore, require necessary, sometimes aggres
sive chemotherapy [9]. However, differentiating between 
early-stage breast cancer patients whose disease will or will 
not recur remains a clinical challenge to avoid unnecessary 
application of aggressive treatment strategies. Traditionally, 
most early-stage patients with breast cancer were treated 
with chemotherapy to prevent recurrence, despite many not 
benefiting from such treatment, thereby exposing these indi
viduals to severe chemotherapy-related side effects and often 
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additional financial burden [10]. Current approaches to treat
ment stratification and prognostic prediction of survival for 
breast cancer patients are based on molecular tests that are 
not readily available in many jurisdictions due to cost and 
other barriers. Thus, identifying an alternative, cost-effective 
patient stratification approach using AI-based digital pathol
ogy analysis of histopathology images has great potential for 

global patient benefit. This review aims to summarize the 
status of published work on prognostic/predictive image bio
markers for breast cancer that have been developed using AI 
and digital pathology.

1.2. What is AI, machine learning, and deep learning?

AI is a broadly encompassing term referring to the branch of 
computer science that attempts to emulate human intelli
gence. These specialized systems are developed and pro
grammed to perform complex cognitive functions such as 
learning, problem-solving, and decision-making, tasks origin
ally reserved for humans [11]. Machine learning (ML), 
a subfield of AI, is defined as a computational system based 
on a set of algorithms that attempts to examine vast 
amounts of data, by using multiple layers of analysis, to 
‘learn’ from the data to make predictions on future data 
(Figure 1) [12,13]. Over time, the computational algorithm 
performance improves with experience in respect to the 

Article highlights

● Hematoxylin and Eosin tumor images contain a plethora of histo
pathological information.

● The advancement of digital pathology has allowed the application of 
artificial intelligence algorithms to analyze the tumor 
microenvironment.

● Artificial intelligence algorithms can be applied to analyze histo
pathological images for prognostic and predictive information.

● Overcoming the challenges associated with artificial intelligence can 
allow for its widespread adoption in the field of oncology.

Figure 1. The differences between traditional machine learning (ML) and deep learning (DL). AI: artificial intelligence; CNN: convolutional neural network. An input 
layer, an output layer, and multiple hidden layers make up convolutional networks.
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instructed task, such as classification, regression, and cluster
ing [14,15]. Deep learning (DL) is a ML technique comprising 
multiple layers of artificial neural networks (ANNs), which 
were devised in the 1980s as artificial representations of the 
human neural architecture [13]. ANNs incorporate three func
tional layers of artificial neurons or ‘nodes,’ which include an 
input layer, multiple hidden layers, and an output layer 
(Figure 1) [11]. Each node is connected to the immediately 
earlier and deeper layers via edges, with the strength of their 
connection being referred to as their ‘weight’ [16]. The input 
layer nodes typically consist of the desired variables being 
quantified in the dataset of interest – for example, each node 
might represent the intensity value of a specific pixel in an 
image. The hidden layers of the ANN perform feature con
struction for the layers prior, with deeper layers refining ear
lier layers [16]. For this reason, these algorithms can 
automatically learn feature representations without feature 
engineering, avoiding bias and achieving end-to-end result 
output [17]. Improvements in computational processing 
power have led to an increased interest in using AI for digital 
pathology over the past decade.

1.3. Digital pathology

Digital pathology is essentially the process of generating 
high-resolution digital images from tissue sections on glass 
slides that are typically examined under a microscope, using 
complex, novel imaging systems and whole slide image 
(WSI) scanners [18–20]. WSI scanners capture multiple 
images of entire tissue sections within minutes, allowing 
the complex spatial relationships within the tumor 

microenvironment (TME) to be assessed digitally. 
Additionally, digital images can be shared between hospi
tals and research labs for real-time analysis (telepathology), 
significantly improving workflow efficiency [3]. In order to 
implement digital pathology successfully in the clinic, sev
eral critical elements need to be acquired namely (1) hard
ware, which is composed of a digital slide scanner, (2) 
software, which facilitates image creation, visualization, 
management, and analysis, and (3) network connectivity 
facilitated by central storage/cloud-based systems 
(Figure 2) [21,22]. Furthermore, ML and DL algorithms 
have been successfully incorporated into digital pathology 
workflows to computationally evaluate images, limiting the 
subjective nature of visual perception, human errors in data 
integration, and opinion between interobservers (Figure 2) 
[15]. Moreover, the application of AI in digital pathology 
allows for the integration of clinical parameters, which pre
sents an opportunity to develop image-based biomarkers 
for predicting breast cancer patient prognosis and treat
ment efficacy, a focal point of this review paper.

2. Application of AI in digital histopathology in 
breast cancer (predictive and prognostic biomarkers)

Both ML and DL algorithms have been demonstrated to suc
cessfully stratify breast cancer patients for prediction of prog
nosis and response to treatment. This review discusses their 
application in investigating the prognostic and predictive 
potential of histopathological features (Section 2.1), along 
with how DL algorithms can bypass conventional feature 
selection for prognosis prediction (Section 2.2).

Figure 2. Artificial intelligence (AI) and Digital Pathology Workflow. DIA: data-independent acquisition. Initially, tissue samples are stained to highlight key 
histological features, followed by the digitization of the samples into high-resolution digital images using scanners. AI-based algorithms are subsequently applied 
to identify and quantify relevant features (ex-TIL count, stromal, and tumor area) within the images. The final step involves evaluating the association between the 
identified features and patient survival outcomes through statistical analysis.
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2.1. Histopathological annotations

2.1.1. Tumor infiltrating lymphocytes
2.1.1.1. Prognostic. A successful response to immunotherapies 
is dependent on the immune contexture of the TME, with the 
presence of certain cell types, such as tumor infiltrating lympho
cytes (TILs), being associated with enhanced survival in patients 
with various forms of cancer [23,24]. Traditionally, TILs are scored 
semi-quantitatively on standard H&E-stained sections as absent, 
non-brisk, or brisk, and some authors have suggested utilizing 
a four-tier grading system that considers TIL distribution and 
density [25]. However, despite these well-established scoring 
methods and the body of evidence supporting a prognostic role 
for this biomarker, TIL quantification is yet to be broadly adopted 
for clinical decision-making due to a lack of standardization 
between institutes and apprehension regarding reproducibility 
between pathologists [25]. However, the International Immuno- 
oncology Biomarkers Working Group has aimed to standardize TIL 
scoring through a guideline designed for the visual evaluation of 
TILs in Hematoxylin and Eosin (H&E) sections, with its application in 
breast cancer leading to an acceptable interobserver agreement 
between multiple pathologists [26–28]. Moreover, AI and digital 
pathology can further aid in this standardization by analyzing 
complex spatial patterns and providing metrics for vigorous vali
dation to allow for reliable patient stratification [25,29–31]. As such, 
the prediction of patient prognosis using AI and digital pathology 
was demonstrated in a cohort of triple-negative breast cancer 
(TNBC) patients using the open-source software QuPath [32]. 
Interestingly, multivariate Cox regression analysis adjusting for 
stage, age, and histological grade demonstrated that measure
ment of the density of TILs over stromal area: easTIL% (100 *  
[sum of TIL Area (mm2)/Stroma Area (mm2)]), a marker which 
mimics the International TIL Working Group variable used by 
pathologist, was prognostically significant for overall survival (OS) 
in the validation cohort (p = 0.0003). Moreover, Heindl et al., 
demonstrated similar results in estrogen receptor positive (ER+) 
breast cancer using an AI image analysis pipeline exploiting the 
morphological differences between cancer cells, lymphocytes, and 
stromal cells in H&E-stained tissue sections obtained from 1,178 
patients enrolled in the Arimidex or Tamoxifen Alone or Combined 
Trial (ATAC), 141 of which were also human epidermal growth 
factor receptor 2 positive (HER+) [33]. Accuracy rates for identifying 
the three cell types were 93.8% for cancer cells, 87.9% for lympho
cytes, and 84.2% for stromal cells. The immune abundance metrics, 
such as overall lymphocyte infiltration and intratumor lymphocyte 
ratio, did not provide significant prognostic information for recur
rence [33]. In contrast, high immune spatial scores, indicating 
increased cancer and lymphocyte spatial clustering, were signifi
cantly associated with poor 10-year recurrence-free survival. 
Moreover, the prognostic value for spatial scores for late recur
rence (5–10 years) was similar to that of IHC 4 and Recurrence 
Score (RS; Oncotype Dx) in both the overall population and HER2 
+ population. Additionally, Immune-Cancer Hotspot, Immune 
Hotspot, and Cancer Hotspot scores provided statistically signifi
cant prognostic value when added to IHC4 and RS for 0–10 years, 
5–10 years, and in both time windows, respectively, for the overall 
patient population. However, none of the combined scores out
performed the Clinical Treatment Score, a risk prediction model 
calculated from clinicopathological variables, and the PAM50 Risk 

of Recurrence Score [33]. Furthermore, in accordance with these 
findings, Thagaard et al., 2021 demonstrated that stromal tumor- 
infiltrating lymphocyte (sTILs) could be utilized as a prognostic 
image biomarker for TNBC using a fully automated digital image 
analysis pipeline [34]. The multistep process, developed and per
formed on the Visiopharm platform, involved 1) training 
a convolutional neural network (CNN) to differentiate between 
tissue and slide background, 2) a second level CNN that segmen
ted areas of tumor, necrosis, and noninvasive epithelium (normal, 
pre-invasive lesions), 3) an object-based density analyzer which 
outlined tumor and tumor-associated stroma regions, 4) a third 
level CNN which detected TILs (as mononuclear immune cells), 
and 5) the generation of tumor heatmaps [34]. The algorithm was 
tested on 257 patients, with univariate analysis demonstrating that 
high sTIL density was associated with significantly prolonged OS 
(every 10% or 300 sTILs/mm2 increase in the biomarker score 
resulted in a ~ 20% decrease in risk of death). Moreover, 
Thagaard et al., 2021 demonstrated that sTIL density was prognos
tic for OS, independent of age, tumor size, nodal status, and tumor 
type (HR: 0.81, p = 0.001) [34]. Furthermore, Makhlouf et al., 2023 
utilized a supervised DL model to analyze TILs from H&E-stained 
WSI from a cohort of 2,231 luminal early-stage breast cancer 
patients [35]. The study elucidated that high sTILs and intatumoral 
(t)TILs counts were associated with significantly shorter survival 
than tumors with low sTILs and tTIL counts; HR = 2.5, 95% CI = 1.3– 
4.5, p = 0.004 and HR = 2.0, 95% CI = 1.06–3.7, p = 0.03, respectively 
[35]. Additionally, the proximity of TILs to stromal and tumor cells 
(co-occurrence) were associated with poor clinical outcomes and 
clinicopathological parameters including younger age at diagno
sis, high tumor grade, large tumor size, and lymph node metasta
sis, signifying the effective use of AI and digital pathology to 
elucidate the prognostic utility of TILs in luminal breast cancer 
[35]. In summary, these studies illustrate the potential for AI algo
rithms to predict OS for breast cancer patients using TILs as an 
image-based biomarker in the clinic.

2.1.1.2. Predictive. Breast cancer patients are often adminis
tered neoadjuvant therapy, that is, pre-operative systemic 
treatment in the form of chemotherapy, radiotherapy, and 
endocrine therapy [36]. Patients with tumors that demonstrate 
a pathological complete response (pCR), a surrogate endpoint 
for event-free survival (EFS), have a reduced risk of recurrence 
compared to those achieving a partial response [37,38]. 
However, only 20–30% of patients achieve a pCR, with this 
being dependent on the tumor biology; accordingly, identify
ing image biomarkers using AI and digital pathology may aid 
in the stratification of these patients [39,40]. Lee et al., 2022 
demonstrated that AI-powered spatial TIL algorithms could 
successfully evaluate TIL densities in the tumor area and sur
rounding stroma in TNBC patients [41]. Mean intratumoral (i) 
TIL scores (5.8% vs 4.5%, p < 0.001) and surrounding stromal 
(s)TIL scores (12.1% vs 9.4%, p < 0.001) were significantly 
higher in patients who achieved a pCR after neoadjuvant 
chemotherapy, with iTIL scores remaining an independent 
predictor of pCR along with CT stage and Ki-67 after multi
variate analysis [41].

Recently, Fanucci et al., 2023 assessed the predictive value of 
TILs for pCR and event-free survival in patients with stage IIB-IIIC 
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HER2� breast cancer randomized to neoadjuvant chemotherapy 
(NAC) ± bevacizumab [42]. In these 113 pretreatment patient sam
ples, the authors demonstrated that a ML-derived digital measure 
of TILs (easTILs, described above) was predictive of pCR in breast 
cancer where the mean pretreatment easTILs% was significantly 
higher in cases with pCR compared to residual disease (median 
36.1 vs 14.8%, p < 0.001). Quantification of easTILs had more effec
tive outcome discrimination compared to the sTILs score inter
preted by a pathologist [42].

Further, Choi et al., 2023 established a DL-based algorithm 
to evaluate sTIL expression in breast cancer WSIs [43]. 
Following manual assessment by a pathologist, WSIs from 
TNBC and HER2+ patients were reevaluated by the pathologist 
with the assistance of the DL model. Firstly, DL-assistance 
increased the concordance correlation co-efficient among 
pairs of pathologists. Further, compared to review by pathol
ogists alone, DL-assistance further increased the difference 
between the average sTIL scores allocated to responders vs 
non-responders to NAC (26.8 ± 19.6 vs. 19.0 ± 16.4; p = 0.003), 
further demonstrating the ability of AI to heighten the pre
dictive power of TIL scoring [43].

In line with these findings, TILs have been demonstrated to 
predict breast cancer patient response to immune-checkpoint 
inhibition in a number of clinical trials, including Keynote-086 
[44]. Various studies have demonstrated the utility of AI to inves
tigate TIL-based prediction of immunotherapy response. Park et al., 
2022 categorized the TME of advanced non-small cell lung cancer 
(NSCLC) patients by immune phenotype, as either inflamed, 
immune-excluded, or immune-desert, based on TIL density using 
an AI-powered algorithm on H&E-stained WSIs [45]. Patients with 
tumors exhibiting an inflamed immune phenotype demonstrated 
higher response rates to immune-checkpoint inhibitors, an 
increase in cytolytic activity and had prolonged progression-free 
survival (4.1 months), compared to patients whose tumors were 
differentiated as having an immune-excluded (2.2 months) or an 
immune-desert phenotype (2.4 months) [45]. Additionally, there 
was a significant correlation between the AI model (Lunit SCOPE 
IO) assessment of TILs and pathologists’ manual evaluation of TILs 
(p < 0.001), indicating the potential for AI-based models to predict 
patient response to treatment in a reliable, accurate, and time- 
effective manner [45]. These results demonstrate the potential use 
of TIL scores in predicting treatment response in breast and other 
cancer patients.

In 2023, Li and colleagues developed a novel 25 ML algorithm- 
based immune infiltrating cell (MLIIC) signature to assess TNBC 
prognosis, mutation, biological function, drug responsiveness, 
immune infiltration, and immunotherapy responsiveness [46]. In 
a similar study, Tang et al., 2023 utilized ML algorithms to develop 
an immunophenotype-based risk assessment model for TNBC 
patients. The model demonstrated a significant improvement in 
its ability to predict prognosis and drug sensitivity for TNBC 
patients, with a high level of accuracy [47].

2.2. Mitoses/large-scale DNA organization

2.2.1. Prognostic
In recent years, several genomic tests that predict cancer 
patient prognosis have been incorporated into the clinic [48]. 
The effects of genetic and epigenetic changes are reflected in 

the nuclei of cancer cells via their morphological and chroma
tin organization [49]. Advances in image processing algo
rithms, data science, optics, and microscopy have enabled 
the quantification of these nuclear features during tissue 
assessments of sectioned material by pathologists [49]. In 
particular, the quantification of Large-Scale DNA 
Organization (LDO), referring to the measurement of different 
characteristics of the nuclear DNA organization such as the 
size, shape of the nucleus, and the intensity of the staining, 
can be correlated with disease states to predict cancer patient 
prognosis [49–51]. Guillaud et al., 2018 demonstrated that 
LDO was an independent prognostic marker for breast cancer 
survival [49]. A forward stepwise linear discriminant analysis 
determined 6 nuclear features that classified patients into 
‘survival’ and “deceased’’ groups. A total of 76.3% of cells (of 
5493 total detected cells) were correctly classified (into ‘survi
val’ and ‘deceased’ groups) with a sensitivity and specificity of 
81.2% and 73.5%, respectively. Moreover, when a core LDO 
value of 60% was used as a cutoff point to differentiate 
between LDO negative (LDO score lower or equal to 60%) or 
LDO positive (LDO score higher than 60%) cores, the sensitiv
ity and specificity of this prognostic test increased to 84.4 and 
81.6%, respectively [49]. In line with these findings, LDO scores 
were demonstrated to be predictive of prognosis in other solid 
tumor cancer types such as prostate [52] and lung [53], indi
cating the potential efficacy of this marker to be utilized in the 
clinic in the future.

The Nottingham Grading System has been widely used to 
determine the grade of breast cancer, a significant indicator of 
patient prognosis [54]. The system focuses on three nuclear 
biomarkers, including nuclear atypia, tubule formation, and 
mitotic cell count [55]. Among these biomarkers, mitotic cell 
count is considered the most important in terms of grading 
due to its direct relationship with tumor prognosis. However, 
manually counting mitotic features is time-consuming (typi
cally taking a pathologist 5–10 min to perform), subjective, 
and suffers from low reproducibility [55,56]. Additionally, it 
may be difficult to differentiate between a mitotic figure and 
a cell undergoing degeneration, apoptosis, or necrosis [57]. AI 
coupled with digital pathology may offer a potential solution 
to the aforementioned problem. Although studies investigat
ing the prognostic utility of AI-based histological analysis of 
mitotic figures are sparse, Pantanowitz et al., 2020 demon
strated that pathology end-users were more accurate and 
efficient (overall timesaving of 27.8%) at quantifying mitotic 
figures in digital images of invasive breast carcinoma with the 
aid of AI [57]. In 2023, van Bergeijk and colleagues conducted 
a study on AI-assisted approaches to mitotic counting (MC) in 
breast cancer biopsies/resections using WSI and light- 
microscopy (LM) [58]. The study found that WSI-MC, with the 
help of AI aligns well with the LM-MC. As a result, WSI-MC is 
considered a promising alternative to LM-MC [58]. More 
recently, Ibrahim et al., 2024, investigated the optimal method 
of using AI-based mitotic figure scoring in breast cancer [59]. 
This study demonstrated that mitotic activity index (MAI), 
defined as the number of mitotic figures in 3 mm2 area within 
the mitotic hotspot, positively correlated with the gold stan
dard visual scoring method used in the Nottingham Grading 
System (R = 0.8) and Ki67 scores (R = 0.69).
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Regarding the ability of such an AI model to infer patient 
prognosis utilizing mitotic count, Ibrahim et al., 2024 also 
demonstrated that mitotic activity index (MAI) was an inde
pendent predictor of survival (p < 0.05) in multivariate Cox 
regression analysis [59]. Moreover, Jaroensri and colleagues 
utilized DL approaches to develop an AI-based Nottingham 
grading system [60]. The system was used to grade the three 
Nottingham grading system components; nuclear pleomorph
ism, tubule formation and mitotic count, in invasive breast 
carcinoma WSIs, with comparison to pathologist standards 
[60]. Regarding the prognostic ability of mitotic count, utilizing 
progression-free interval as the endpoint, the AI-determined 
MC achieved a C-index of 0.58 (95% CI: 0.53, 0.64) vs that 
obtained by the pathologist-given MC of 0.54 (95% CI: 0.48, 
0.59) [60]. Further providing evidence of its prognostic poten
tial, the AI-based model provided a MC score that demon
strated better correlation with Ki-67 gene expression with 
a correlation co-efficient of 0.47 (95% CI: 0.41, 0.52) vs 
a correlation coefficient of 0.37 (95% CI: 0.32, 0.43) between 
pathologist-based MC and Ki-67 gene expression, which may 
suggest that the AI-based findings could potentially be more 
indicative of the biologically relevant ground truth i.e. cell 
proliferation [60]. These studies represent a potential future 
opportunity to utilize AI algorithms for predicting treatment 
outcomes in breast cancer patients based on mitotic analysis.

2.3. Nuclear features

2.3.1. Prognostic
As the field of digital pathology advances, nuclear architecture 
has arisen as a potential prognostic and predictive morpholo
gical feature in breast cancer. Not only could variations in 
nuclear shape reflect genetic instability but they may also 
influence the ability of cancer cells to migrate through tissues 
and form metastatic deposits that contribute to recurrence 
[61,62]. Beck et al., 2011 developed a ML-based model 
(C-Path) for automatically analyzing nuclear and cytoplasmic 
features from H&E-stained images to predict 5-year survival in 
two independent cohorts of breast cancer patients 
(Netherlands Cancer Institute (NKI): n = 248; Vancouver 
General Hospital (VGH): n = 328) [63]. It was demonstrated 
that C-Path scores were significantly associated with OS (log- 
rank p = 0.001) in the test VGH dataset, in comparison to the 
standard manual pathological grading score assigned to WSIs 
from the same cohort of patients (log-rank p = 0.29) [63]. 
Furthermore, Bootstrap analysis on the NKI dataset revealed 
that the measure of the relative border between spindled 
stromal nuclei to round stromal nuclei robustly contributed 
to the C-Path model, with an increased relative border of 
spindled stromal nuclei to round stromal nuclei being asso
ciated with worse prognostic outcomes [63]. Although the 
biological significance of this morphological feature remains 
to be elucidated, this observation highlights a potential prog
nostic relationship between different stromal cell populations 
in breast cancer.

2.3.2. Predictive
Previous studies have also demonstrated that nuclear features, 
such as the modified Bloom Richardson (mBR) scale [64], 

nuclear grade [65], mitotic count [66], and tubule nuclei den
sity [67], highly correlated with Oncotype DX risk category. 
Whitney et al., 2018 used supervised ML classifiers to catalog 
digitalized H&E ER+ breast cancer images into Oncotype DX 
risk categories through nuclear morphological feature evalua
tion [62]. Interestingly, histomorphometrically, low Oncotype 
DX and intermediate Oncotype DX cases appeared more simi
lar compared to the high Oncotype DX cases [62]. Moreover, 
nuclear architecture and the shape of stromal nuclei were 
identified as the most discriminating epithelial and stromal 
features, respectively, when stratifying the different risk cate
gories. These morphological features were also assessed by Lu 
et al., 2018, who investigated whether a computer-extracted 
measurement of nuclear orientation combined with features 
relating to nuclear shape and texture were predictive of 
aggressiveness and prognosis in H&E-stained images from 
a cohort of 276 early-stage ER+, lymph node negative (LN� ) 
breast cancer patients [68]. The image classifier was con
structed on an initial modeling group (n = 177) using 12 
nuclear orientation features, a measure of the disorder in the 
orientation of adjacent nuclei, with increased heterogenicity of 
nuclear orientation being associated with worse survival out
comes reflecting the poorly differentiated, disorganized cell 
growth observed in aggressive tumors (AUC = 0.67 ± 0.03) [68]. 
In an independent validation cohort (n = 99), the predictive 
labels generated by the image classifier correlated with worse 
survival independent of other variables (HR 3.17, 95% CI: 0.33– 
30.46, p = 0.01039) [68]. These results highlight a potential 
prognostic impact of nuclear features when stratifying ER+, 
LN� breast cancer patients into low and high recurrence risk 
categories.

The evaluation of tumor nuclear features using AI has also 
been demonstrated to predict response to treatment in breast 
cancer. Doddington et al., 2021 developed multiple deep 
CNNs to automate tumor detection and nuclear segmentation 
in a cohort of 58 HER2+ and TNBC patients (pCR; n = 37, patho
logical partial response (pPR); n = 21) to predict response to 
NAC [69]. Features such as nuclear count, area, circularity, and 
image-based first- and second-order features including mean 
pixel intensity and correlation of the Gray-Level Co-Occurrence 
Matrix (GLCM-COR) were assessed. Multivariate analysis 
showed that higher nuclear intensity (OR = 1.23, p = 0.018), 
fewer multifocal/multicentric tumors (OR = 0.14, p = 0.012), 
and lower GLCM-COR (OR = 0.96, p = 0.043) were each inde
pendently associated with the likelihood of achieving a pCR, 
with a model combining all three features successfully pre
dicting treatment response in 79% of cases (62% for pPR and 
89% for pCR) [69]. Saednia et al., 2022 demonstrated similar 
findings in respect to the predictive efficacy of tumor nuclear 
features, with their best performing ML algorithm, incorporat
ing GLCM and graph-based features extracted from tumor 
nuclear masks, achieving a test accuracy of 84%, a sensitivity 
of 85%, a specificity of 82% and an AUC of 0.9 [70]. More 
recently, Shen et al., 2023, developed a novel AI pipeline to 
investigate cancer atypia that utilizes three independent mod
els, including support vector machine (SVM) and random for
est models that learn nuclear atypia from fine-grained nuclear 
features extracted by image analysis method [71]. The CNN 
model successfully predicted response to NAC in a cohort of 

6 C. MCCAFFREY ET AL.



103 breast cancer patients with an accuracy of 95.2% [71]. 
These studies indicate the potentially predictive significance 
of tumor nuclear features when combined with digital pathol
ogy and AI algorithms in breast cancer.

2.4. Tumor-Stroma ratio

2.4.1. Prognostic
The TME is well known to play a pivotal role in the evolution 
of malignancies, particularly in the context of solid tumors. 
The complex organization of numerous cell types (such as 
adipose, immune, neuroendocrine, and fibroblast cells), 
blood and lymph vessels, and the extracellular matrix, makes 
for an environment that can widely influence the hallmarks of 
cancer [72]. In particular, the tumor-stroma ratio (TSR) has 
come to light as a prognostic biomarker for solid tumors, 
with high stromal content (comprising cancer-associated 
fibroblasts) being associated with poorer outcomes [73]. In 
fact, TSR was demonstrated to have prognostic impact in 16 
solid tumor types (2,732 cancer patients) as shown by Micke 
et al., 2021, who calculated the ratio using immunofluorescent 
staining for epithelial markers and ML image analysis algo
rithms [74]. In the context of breast cancer, Yan et al., 2022 
developed a modified TSR assessment algorithm using the 
open-sourced image-analysis platform QuPath to assess the 
prognostic utility of TSR in 240 breast cancer patients [75]. 
Tissue microarrays (TMAs) were stained with cytokeratin 
immunohistochemistry (IHC) to distinguish between the stro
mal and tumor areas prior to the application of automated 
quantitative image-analysis algorithms [75]. Statistical analysis 
revealed that increased stromal content (low TSR) was asso
ciated with worse 5-year disease-free survival (DFS) in the 
complete breast cancer cohort (p < 0.0001), and when breast 
cancer was stratified into HER2+ (p < 0.05), TNBC (p < 0.05), 
and luminal HER2� (p < 0.05) subtypes [75]. Interestingly, 
TSR was also significantly associated with ER (p = 0.005) and 
progesterone receptor (PR) status, (p = 0.035), and strongly 
associated with tumor size (p = 0.051) [75]. These results 
demonstrate the prognostic impact of TSR in different sub
types of breast cancer [75]. Similar findings were highlighted 
by Millar et al., 2020, who quantified TSR in digital images of 
H&E-stained TMAs in a cohort of 647 luminal and TNBC 
patients [76]. The study demonstrated that in TNBC, low TSR 
(i.e. high stroma) was associated with OS (OS; HR 1.90, CI 1.10– 
3.29, p = 0.021) and breast cancer-specific survival (BCSS; HR 
2.64, CI 1.31–5.35, p = 0.007) following multivariate analysis 
after consideration of age, size, grade, sTILs, lymph nodal 
status and chemotherapy [76]. Additionally, when TSR was 
combined with the degree of TIL (Low ≤30% ≥ High) improved 
prognostic performance was demonstrated, with the high 
TSR/high TILs cohort having a 69% reduction in the risk of 
death compared to the low TSR/low TILs cohort for TNBC. In 
contrast, in luminal breast cancer patients, low TSR (i.e. high 
stroma) predicted favorable outcomes for OS in multivariate 
analysis independent of age, size, grade, sTILs, lymph nodal 
status, endocrine therapy and chemotherapy. In terms of 
BCSS, low TSR was a significant predictor of survival in uni
variate analysis but not multivariate analysis in luminal tumors 
[76]. These results not only reflect the potential clinical 

significance of TSR in predicting breast cancer patient prog
nosis, but also highlight the inherent differences between the 
stroma of different subtypes of breast cancer. Although the 
biological significance of this morphological feature is yet to 
be elucidated, the findings from this study highlight the prog
nostic significance of spatial relationships between different 
stromal cell types [63].

Furthermore, the spatial relationships within the TME were 
investigated by Abubakar et al., 2021 who applied ML algo
rithms to an ethnically diverse collection of digitalized H&E 
sections, comprising 2,084 breast cancer patients from 
Poland, the United States (US), and China, to determine the 
prognostic impact of tumor-associated stromal-cellular den
sity (SCD) [77]. SCD, defined as the percentage of tumor- 
stroma that is occupied by nucleated cells, was demonstrated 
to be an independent predictor of poor clinical outcomes in 
luminal cancers patients from all three study populations 
following multivariate analysis, with high SCD being asso
ciated with more aggressive tumors. Furthermore, SCD 
demonstrated prognostic power beyond standard clinical 
parameters such as tumor grade, size, subtype, and lymph 
node status [77]. The prognostic impact of the parameter 
may be related to the extent of cancer-associated fibroblast 
(CAF), TIL, and macrophage infiltration which act as a proxy 
for inflammation [78].

2.4.2. Predictive
Along with demonstrating prognostic utility, increasing evi
dence suggests that tumor–stroma interactions significantly 
influence treatment resistance, and therefore patient out
comes, in several cancer types [79,80]. Although studies 
investigating the predictive value of the tumor–stroma rela
tionship using ML in the context of breast cancer are sparse, 
Li et al., 2022 developed and applied DL algorithms to pre
dict pCR to NAC in a multicenter dataset comprising of 1,035 
patients [81]. The algorithm generated a tumor-associated 
stroma (TS) score which predicted pCR with an AUC of 
0.745, 0.673, and 0.725 in the three validation cohorts. 
Furthermore, WSI with high TS-scores were associated with 
greater lymphocyte infiltration, while WSI with lower TS 
scores typically had a higher abundance of collagen and 
fibroblasts [82]. In line with these findings, pCR rates for 
collagen-dominant type stroma, fibroblast-dominant type 
stroma, and lymphocyte-dominant type stroma were 14.2%, 
20.6%, and 42.1%, respectively. These results suggest that 
information contained within the tumor-associated stroma 
can be utilized to predict response to NAC, and that stroma 
with high collagen and fibroblast dominance is associated 
with a poor response to treatment [82,83].

2.5. Automatically extracted histopathological features 
using DL

2.5.1. Prognostic
Unlike ML algorithms which require manual feature extraction, 
DL algorithms possess the ability to automatically extract 
histopathological features for prognosis prediction. Xu et al., 
2021 developed and validated a DL-based primary tumor 
biopsy signature that successfully predicted axillary lymph 
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node (ALN) metastasis preoperatively in early-stage breast 
cancer patients who are ALN negative (AUC 0.816) [84]. A DL 
model to predict breast cancer recurrence was also developed 
by Phan et al., 2021, who adopted a transfer learning 
approach that circumvented the need for region of interest 
labeling (AUC 0.87) [85]. Yang et al., 2022 created a deep CNN 
that evaluated the risk of relapse and metastasis in HER2+ 
breast cancer patients using H&E images [86]. The model 
achieved an AUC of 0.72 when independently tested on 123 
HER2+ breast cancer patients from The Cancer Genome Atlas, 
a cohort with ethnic diversity [86]. Lazard et al., 2022 utilized 
DL algorithms to predict homologous recombination (HR) 
status, a marker of platinum salt and polyADP-ribose polymer
ase inhibitor chemotherapies, in luminal breast cancers from 
WSIs [87]. More recently, Wahab et al., 2023, developed a DL 
prognostic algorithm for early-stage luminal HER2� BReAst 
CanEr, termed BRACE marker [88]. The BRACE marker success
fully stratified luminal breast cancer patients for both distant 
metastasis-free survival (p = 0.001, C-index: 0.73) and breast 
cancer-specific survival (p < 0.0001, C-index: 0.84), demonstrat
ing prediction accuracy comparable to Nottingham Prognostic 
Index and Magee scores, which are both derived from manual 
histopathological assessment [88]. Additionally, DL models 
have been demonstrated to predict breast cancer recurrence 
and metastasis by integrating histological H&E images with 
clinical information and gene expression data (AUC 0.75), 
highlighting the potential for AI algorithms to not only predict 
prognosis through histological images but incorporate prog
nostic information for other modalities which may have addi
tive prognostic power [89].

2.5.2. Predictive
DL algorithms can also be utilized to predict patient response 
to treatment. Li et al., 2021 developed a DL model that suc
cessfully predicted pCR to NAC from H&E images in a cohort of 
540 breast cancer patients, with the model achieving an AUC 
of 0.822, an accuracy of 0.853, and an F1 score of 0.503 [82]. 
Moreover, when sTILs and breast cancer subtype were incor
porated into the model, an AUC of 0.890 was attained, sur
passing the performance of the sTILs-subtype model by 0.051 
(0.839, p = 0.001) [82]. In line with these findings, Farahmand 
et al., 2022 developed a DL-CNN that predicted Trastuzumab 
response in HER2+ breast cancer patients with an AUC of 0.8 
[90]. Furthermore, a recent study by Hoang et al., 2022 
demonstrated that Deep Pathology for Treatment (DeepPT), 
a DL model that predicts gene expression profiles directly 
from histopathological images, could be used in combination 
with ELIGHT, a platform that predicts patient response to 
treatment based on their tumor transcriptomics, to predict 
therapy response in breast and lung cancer patients [91]. 
Moreover, Huang et al., 2023 utilized the DeepLabV3 model 
to predict NAC responses in a cohort of 62 HER2+ and 64 
TNBC patients from H&E and multiplex IHC (PD-L1, CD8+, and 
CD163+) images [92]. These results demonstrate, not only that 
DL algorithms can be applied to H&E images in a prognostic 
and predictive manner, but that genomic and proteomic data 
can be inferred from these images to provide a deeper under
standing of the relationships within the TME.

3. Challenges of using AI in digital histopathology 
for cancer research

3.1. Algorithm

Although AI holds the potential to revolutionize the digital 
pathology field by overcoming subjective visual assessments, 
reducing the burdensome and time-consuming workflow of 
Pathologists, thereby improving time to diagnosis/prognosis 
delivery, there are several challenges that must be considered 
prior to its implementation (Tables 1 and 2).

3.1.1. Lack of annotated data for algorithm training (small 
data sets, shortage of pathologists, image quality)
In order to train an AI algorithm, a large sample of annotated 
(i.e. ‘labelled’) high quality images must be available. These 
labels delineating the region of interest (ROI) in a tissue sec
tion should ideally be curated by expert histopathologists 
whom may be challenged, not only by time constraints, but 
also by low resolution images, ambiguity of features, and slow 
network connectivity [93]. Crowdsourcing is an alternative 
option to speed up the acquisition of labeled data, however, 
it possesses the ability to introduce interobserver variability. 
Furthermore, the curation of labeled data can also be limited 
by small sample size. In this case, there are several computa
tional approaches that can be employed to maximize the 
utility of the available samples, such as data augmentation 
and active learning.

3.1.2. Algorithm validation for integration into the real 
world
For wide-spread integration of AI into digital pathology work
flows, ML, and DL algorithms need to be extensively validated 
using multi-institutional data to ensure reproducibility of pre
dictions [13]. Variations in slide preparation, scanner models, 
and image format and analysis all highlight the need for 
standardized protocols and data normalization techniques to 
prevent false positive and negative predictions [11,13]. 
Moreover, different AI models are trained with different data
sets of varying cohort sizes, with larger datasets generating 
more accurate predictions. Therefore, standardizing data for
mat and normalizing data analysis can not only increase gen
eralizability but also can permit the creation of a merged 
universal dataset which can be used to retrain models to 
account for the natural variation that exists between different 
populations [11]. However, no official guidelines are currently 
available on the number of annotations, images, and labora
tories required to capture this natural variation [18]. However, 
a protocol for the development of a reporting guideline 
(TRIPOD-AI) and risk of bias tool (PROBAST-AI) has been pub
lished [94]. Standardized practices have been developed by 
the Digital Imaging and Communications in Medicine (DCOM) 
for other digital images such as X-rays, CTs, ultrasounds, MRIs, 
with supportive guidelines being outlined for WSIs [95].

3.1.3. Lack of transparency and interpretability (‘Black 
Box’)
The majority of AI algorithms in the context of digital 
pathology classify samples in a binary manner, that is, the 
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model output is either a ‘yes’ or a ‘no,’ ‘malignant’ or 
‘benign,’ ‘recurrence’ or ‘non-recurrence’ etc [93]. In con
trast, real world prognosis delivery by a pathologist encom
passes first-hand experience, cognition, clinical context, 
rational, and descriptive language whereby complex or 
rare cases are flagged and discussed at multidisciplinary 
team meetings [93]. These factors highlight the need for 
the inclusion of a plethora of heterogenous samples in the 
training set and incorporation of clinical data to improve 
model decision making. Additionally, the rationale behind 
sample classification is ambiguous in the context of DL, 
with algorithms often being referred to as ‘black boxes,’ 
leading to problems with transparency. This may hinder 
adoption of AI in the medical setting as clinicians typically 
justify clinical decisions to patients, which may ultimately 
affect the patients’ trust.

3.2. Software

3.2.1. Affordability of required computational expenses
A major obstacle to widespread adoption of AI-based digital 
pathology in clinical settings is the cost of the associated 
hardware, software, and storage [18,96,97]. The application 
of deep-learning in AI-based digital pathology relies on the 
use of specialized hardware. Graphical Processing Units 
(GPUs), which describe intricate electronic circuits that work 
to process digital images in AI algorithm training [98]. This 
often requires the use of specialized computers, as accom
plishing AI-based activities on ordinary computers with 
Central Processing Units often proves slow and impractical. 
However, the installation and maintenance of a GPU server 
cluster solely to support the AI activities in a pathology labora
tory is extremely costly [98,99].

The cost of long-term data storage of digital images for the 
development of AI algorithms also poses a significant chal
lenge to the implementation of AI-based procedures [97,100]. 
WSIs account for hundreds of gigabytes of space and the 
training data alone must include the many variants of 
a diagnostic feature as well the varying depths of staining 
shades noted across different datasets incorporating thou
sands of WSIs [101,102]. While there is an availability of cloud- 
based storage solutions, many hospitals depend on internal 
data storage, and so can affect the cost of long-term storage 
[102]. Further compounding the financial burden is the lack of 
standardized reimbursement procedures [96]. While reimbur
sement codes are accessible for some computational analyses’ 
costs in countries such as the United States, they are not 
widely utilized and are regularly rejected [103,104]. 
Reimbursement models must be developed to incentivize 
pathology laboratories to incorporate AI into their clinical 
practice [104].

4. Expert opinion

4.1. Scientific and regulatory hurdles for wide-spread 
adoption

A lack of value determination and infrastructural support per
taining to AI and digital pathology renders individual Ta
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laboratories responsible for value interpretation, investment, 
and cost savings considerations, which may hinder wide
spread adoption [18]. Furthermore, the sharing of sensitive 
patient data between clinics, laboratories, digital biobanks, 
and data scientists can enhance precision medicine while 
simultaneously increasing data vulnerability [11]. Therefore, it 
is paramount that data governance, including ethics policies, 
be created with guidelines on providing informed consent for 
patients, particularly in relation to the digital data being used 
to train ML and DL models [102]. Additionally, in order for the 
wide-spread adoption of AI and digital pathology into the 
clinic, pathologists must be upskilled in the area of computa
tional pathology, particularly in relation to statistical analysis 
and data mining, so that if new image-based biomarkers are 
identified pathologists possess the skills required to fine-tune 
algorithms accordingly [11].

4.2. Long-term goals for AI in digital pathology

With the rapid development of technological innovations in 
health care, areas such as digital pathology are being increasingly 
utilized in numerous specialties such as oncology. The successful 
incorporation of AI platforms, models, and systems into routine 
pathology practice requires a multifaceted approach encompass
ing technological, regulatory, and educational considerations 
[105]. Robust infrastructure and computational resources are 
essential for processing and analyzing large volumes of pathology 
data efficiently. Moreover, interoperability standards and seamless 
integration with existing laboratory information management 
systems (LIMS) are crucial to ensure smooth workflow integration. 
From a regulatory perspective, compliance with data privacy and 
security regulations such as the General Data Protection 
Regulation (GDPR) in Europe or the Health Insurance Portability 
and Accountability Act (HIPAA) in the United States is paramount 
to safeguard patient confidentiality and data integrity. 
Furthermore, validation and standardization of AI algorithms is 
essential to ensure their reliability and reproducibility in the clin
ical setting, requiring collaboration between regulatory bodies, 
industry stakeholders, and academic institutions. In addition, clin
icians, pathologists, and laboratory staff require comprehensive 
education and training tools to become familiar with AI tools, 
understand their capabilities and limitations, and effectively inter
pret AI outputs. As the field of AI and digital pathology develops, 
continuous professional development initiatives and 

interdisciplinary collaboration between pathologists, computer 
scientists, and data analysis is warranted to foster the innovative 
environment required for successful adoption of AI into the clinic. 
It is likely that clinical adoption of AI in digital pathology will begin 
as a tool to aid pathologists in diagnosing disease by assessing the 
characteristics of cancer cells, analyzing structural changes in 
lesions, and examining the expression pattern of biomarkers, 
leading to more accurate diagnoses, and faster time to prognosis 
prediction [106]. In line with this, an AI model (PAIGE Prostate) 
which detects and localizes prostate cancer in needle biopsy 
specimens has been approved for clinical use by the U.S Food 
and Drug Administration (FDA) [107]. Nonetheless, as the digital 
database expands and algorithm accuracy increases, AI may be 
utilized for more complex tasks such as predicting disease aggres
siveness, patient prognosis, and treatment response [106]. ML and 
DL algorithms may even be used to identify the original site of 
cancers of unknown primary (CUP) origin [108]. Over time, geno
mic and proteomic data may be integrated with whole-slide 
imaging data to lead to the rapid expansion of AI-based computa
tional pathology. Despite the many challenges, AI and digital 
pathology have extraordinary potential to significantly improve 
clinical workflows, increasing efficiency of clinical decision making, 
ultimately benefiting patients.

The adoption of digital pathology into the clinic and gen
eration of large digital databases offers tremendous opportu
nity for computational analysis using AI. AI and digital 
pathology possess the capability to further elucidate the com
plex spatial relationships present in the TME and determine 
their diagnostic, prognostic, and predictive value. This review 
highlights the utility of AI to predict both breast cancer 
patient prognosis, and response to treatment based on several 
image-based biomarkers. Despite its potential, many ethical, 
regulatory, structural, and technical challenges remain prior to 
wide-spread clinical adoption of AI into pathology workflows. 
Prospective trials investigating the clinical benefit of AI and 
digital pathology may provide reassurance to both clinicians 
and patients, increasing trust and promoting its uptake in 
clinical practice, thereby reducing the delay between diagno
sis and prognosis delivery and subsequentially improving 
patient outcomes.

A single H&E WSI generated from tumor biopsies withholds 
a plethora of prognostic and predictive information in the form 
of image-based biomarkers, some of which are discussed in the 
body of this review. Without the incorporation of AI algorithms 

Table 2. Overview of the possible opportunities and challenges associated with the implementation of artificial intelligence in digital pathology.

Opportunities Challenges

Inter-pathologist subjectivity greatly reduced Significant amount of digital histopathological specimens required for 
training and testing.

Capable of identifying subvisual structural characteristics Requirement of extensive clinical data accompanying image data.
More efficient completion of laborious tasks, such as completing mitotic counts Lack of multicentre, prospective, and randomized trials evaluating 

performance.
Quicker patient turnaround on completion and validation of AI model. Computational expenses such as the requirement of GPUs.
Spatial algorithms can analyze the geographical context of data Long term cost of data storage.
Readouts can be easily accessed remotely by pathologists Absence of reimbursement models.
Capable of analyzing and predicting instability and mutation within histopathological 

images
Binary manner of classification.

Can infer information on patient immune response and treatment efficacy through 
analysis of immune cell location relative to tumor cells.

Lack of guidelines surrounding the annotation, image and laboratory 
requirements to mimic natural variation.
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to digital pathology workflows, the pragmatic approach would 
be to omit these biomarkers from clinical decision-making as 
pathologists’ workloads are too burdensome and their time too 
limited for manual assessment. Currently, there are several com
mercially available assays and standardized laboratory tests that 
predict breast cancer patient prognosis, such as Oncotype DX 
Recurrence Score, MammaPrint, Prosigna, EndoPredict, IHC4+ 
C-Score, and Breast Cancer Index [48]. It is evident that 
a considerable number of these assays are prohibitively expen
sive and necessitate centralized laboratory infrastructure, skilled 
technicians, and specialized equipment, which significantly 
restricts their availability in countries with limited resources. 
The widespread application of AI algorithms to digital 
H&E-stained WSIs, has the potential to ameliorate these pro
blems, revolutionizing the pathologist’s workflow by automating 
tedious time-consuming tasks, improving time efficiency, and 
reducing workload burden.
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