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Abstract

Background: The quality of medical student and resident clinical evaluation reports submitted by rotation supervisors is a

concern. The effectiveness of faculty development (FD) interventions in changing report quality is uncertain.

Aims: This study assessed whether faculty could be trained to complete higher quality reports.

Method: A 3-h interactive program designed to improve evaluation report quality, previously developed and tested locally, was

offered at three different Canadian medical schools. To assess for a change in report quality, three reports completed by each

supervisor prior to the workshop and all reports completed for 6 months following the workshop were evaluated by three blinded,

independent raters using the Completed Clinical Evaluation Report Rating (CCERR): a validated scale that assesses report quality.

Results: A total of 22 supervisors from multiple specialties participated. The mean CCERR score for reports completed after the

workshop was significantly higher (21.74� 4.91 versus 18.90� 5.00, p¼ 0.02).

Conclusions: This study demonstrates that this FD workshop had a positive impact upon the quality of the participants’

evaluation reports suggesting that faculty have the potential to be trained with regards to trainee assessment. This adds to the

literature which suggests that FD is an important component in improving assessment quality.

Introduction

Assessing the clinical competence of medical students and

residents is an essential role of medical schools and residency

training programs. The majority of this assessment is done

by clinical supervisors using in-training evaluation (ITE).

Supervisors document their evaluation on an in-training

evaluation report (ITER; Turnbull & Van Barneveld 2002).

ITERs, which are also referred to as, among other terms,

clinical performance reports, performance assessment forms,

clinical performance progress reports and end of clinical

rotation reports, usually consist of a list of items on a checklist

or rating scale and written comments.

Despite the importance of this type of assessment, there is

evidence to suggest that the final evaluation (i.e. pass vs. fail)

written on the ITER is not always consistent with the

evaluator’s actual judgment of the performance, especially

for the poorly performing resident (Cohen et al. 1993; Speer

et al. 1996; Hatala & Norman 1999). As well, the literature

suggests that current ITER style tools do not effectively assess

the various individual competencies required by residency

accreditation bodies (Silber et al. 2004; Lurie et al. 2009).

Several authors, including the Advisory Committee on

Educational Outcome Assessment (Swing et al. 2009), have

proposed that assessor training is a key component of high

quality assessment in residency programs, with some suggest-

ing that rater training may be the ‘‘missing link’’ in improving

the quality of trainee assessments (Holmboe et al. 2011).

Other authors have reported that the supervisors themselves

identify a need for faculty development (FD) programs to

help them improve their ability to complete ITERs (Dudek

et al. 2005).

However, there is remarkable controversy regarding the

effectiveness of FD for improving rater-based evaluation.

While, there is some evidence to suggest that faculty can be

trained to improve the quality of their assessments (Holmboe

et al. 2004; Littlefield et al. 2005), evidence also exists to

suggest that such training is largely ineffective (Newble et al.

1980; Cook et al. 2008), leading several authors to suggest

that faculty might be largely untrainable in this regard (Newble

et al. 1980; Williams et al. 2003; Cook et al. 2008).

Practice points

. ITER quality is a concern.

. FD strategies to improve ITER quality have had mixed

success.

. This study describes a FD program designed to improve

ITER quality by focusing on the quality of narrative

comments.

. Using a previously validated tool, we demonstrated an

improvement in ITER quality following workshop par-

ticipation suggesting that faculty may indeed be train-

able in regards to the quality of their ITER comments.
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With few exceptions (Littlefield et al. 2005), the research

in this area has focused heavily on the psychometric properties

of the tools. There has been substantially less attention paid

to other properties such as the narrative information value and

how that might be useful for learners and decision makers

(Dudek et al. 2008a). In an effort to redress this gap regarding

the utility of the narrative information on assessments, Dudek

et al. (2008a) have looked at a broader set of criteria for higher

quality completed ITERs and have developed a reliable scale

to evaluate these properties. The objective of this study is to

expand the debate about the value of FD for improving rater-

based assessment using this broader set of criteria to assess

the effectiveness of a FD workshop targeted at improving the

quality of completed ITERs.

Method

This project was approved by all participating institutions’

research ethics boards. A multi-site, uncontrolled, pre-post

design was used to assess the effectiveness of the FD

workshop.

Faculty development workshop

We developed a workshop entitled ‘‘Completing quality ITERs:

What every supervisor needs to know’’ to meet clinical

supervisors’ perceived and observed need for help to improve

the quality of their completed ITERs (Dudek et al. 2005,

2008b). Designed to facilitate active learning, it enables

participants to: (1) describe the importance of well-completed

ITERs in supporting trainee learning, (2) discuss the features

of a well-completed ITER and (3) identify challenges and

potential solutions to enhance the quality of the ITER

completed within their current education system. The work-

shop was piloted locally and demonstrated a positive effect

on ITER quality (Dudek et al. 2008b).

This 3-h workshop was then provided at three separate

Canadian medical schools (Universities of British Columbia,

Calgary and Toronto) during 2008 and 2009. The outline,

detailing the content and the amount of time allocated to each

area for the workshop appears in Table 1. The same set of

slides was used for each workshop to insure that the basic

content was addressed. To allow maximal applicability for the

participants, examples discussed in the workshops varied with

the situations presented by the participants. The principal

investigator participated as a co-facilitator for all workshops

along with the co-investigator from each local site. This model

insured that the workshop content was consistent across

sites yet acknowledged the different cultures of the three

institutions.

Participants

Physicians who supervise and evaluate medical trainees on

clinical rotations were invited to participate in the workshop.

Recruitment occurred through various means: university FD

strategies (emails to all teaching faculty, website announce-

ment); direct emails and letters to program directors; and,

presentation of the workshop opportunity at multiple program

director meetings. Program directors were invited to partici-

pate and were asked to advertise the workshop to their faculty

members. Only clinical supervisors who agreed to complete all

segments of the program, including the pre-post evaluations,

were permitted to enroll. In addition, only supervisors who

used ITER forms satisfying the criteria of the evaluation tool

(see below) could participate.

Outcome measures

First, we assessed the impact of the FD program on partici-

pants’ application of newly acquired knowledge and skills by

measuring the quality of the ITERs that they submitted pre- and

post-workshop. All study participants were asked to submit

the three most recent ITERs that they completed for medical

trainees prior to the FD workshop. This number was chosen

because we felt that it would be representative of the ITERs

that they had recently completed. We also needed to be

practical and acknowledge that supervisors in different

programs may evaluate vastly different numbers of trainees.

We felt that the majority of potential participants would have

completed three ITERs in the 6 months prior to the workshop.

Participants were also asked to submit all ITERs completed

during the 6 months following the workshop. This timeline

was chosen because not all supervisors would complete an

Table 1. Outline of the ITER FD workshop.

Time allocation Activity

15 min Introductions

20 min Interactive discussion regarding the need for well-completed ITERs and the challenges and concerns in completing ITERs

15 min � Review features of a well-completed ITER

� Review of the CCERR

20 min � Use the CCERR to evaluate four ITERs (ITERs blinded for author and trainee)

� Follow-up discussion of issues noted with ITERs

15 min Break

20 min � Use the CCERR to evaluate one of the participants’ own ITERs

� Follow-up discussion on issues noted

� Participants to identify two areas for improvement in their own ITERs

40 min Tips to facilitate completion of ITERs (included how to identify specific behaviors, how to document behaviors, and an opportunity

to practice writing effective comments); presented by facilitators with input from group

20 min View TV clips of residents performing clinical tasks and practice writing appropriate ITER comments

15 min Review challenges and summarize key points – insure all have been addressed
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ITER in the first month or two after the workshop depending

on when they were next asked to supervise a trainee.

However, it was felt that 6 months would be long enough

for most supervisors to have completed ITERs. The ITERs were

collected monthly from all participants. ITERs were blinded

for timing (pre vs. post), authorship, location and trainee. ITER

quality was measured using the Completed Clinical Evaluation

Report Rating (CCERR; Dudek et al. 2008a). The CCERR

provides a reliable rating of the quality of ITERs completed by

clinical supervisors (Dudek et al. 2008a). Nine items are rated

on five point scales (where a rating of 3 is defined as

acceptable) resulting in a total score that ranges from 9 to 45.

The descriptions for each of the items can be found in Table 3.

A full description of the tool along with its development and

validation has been previously published (Dudek et al. 2008a).

In brief, the CCERR was developed using a focus group to

determine key features of high quality completed ITERs. These

features were used to create the CCERR. It was pilot tested

locally, analyzed, modified and then tested on a national level.

The reliability of the CCERR was 0.82 in the national field test.

Evidence for validity was demonstrated by the CCERR’s ability

to differentiate between groups of completed ITERs previously

judged by experts to be of high, average and poor quality. The

CCERR can be used on any style of ITER form provided that

it has a list of items to be evaluated on a checklist or rating

scale and a space for comments.

Second, as is typical for FD programs, we assessed

participants’ satisfaction with the workshop. This was deter-

mined through feedback from participants using a validated

9-item, seven-point continuing medical education (CME)

satisfaction measure (Wood et al. 2005). This tool also provides

a space for comments.

Raters

Physicians who supervise medical students and residents were

recruited from an additional medical school to evaluate the

ITERs using the CCERR. Previous work has shown that clinical

supervisors can reliably use the CCERR without the need for

any additional rater training beyond reading the brief instruc-

tions provided with the CCERR (Dudek et al. 2008a). Our pilot

study data suggested that for adequate reliability, we would

need a minimum of two physician raters per ITER (Dudek

et al. 2008b). To be sure, we recruited three raters for this

project. All raters evaluated all ITERs. One of the physician

raters had used the CCERR before (rater 1) and the other two

had not.

Analysis

For each participant, a total CCERR score for each ITER was

calculated by summing the ratings across items. Next, in order

to minimize the variability in the number of ITERs that a

participant may have submitted (particularly post-workshop),

the pre-workshop scores for individual items and for the total

CCERR scores were averaged across the total number of

ITERs submitted. Similarly, a mean total score for each post-

workshop ITER was determined. To determine a measure of

inter-rater reliability, an intra-class correlation was calculated

on the pre-workshop total CCERR score and on the post-

workshop total CCERR score. Of interest would be whether the

reliabilities differ from pre- to post-workshop despite the raters

being blinded to the time of the rating. To determine if the

workshop differentially influenced specific items, the item

ratings and mean total scores were averaged over the three

raters, and a repeated measures ANOVA with time (pre- vs.

post-workshop) and items (1–9) was conducted.

A mean score for each item on the program satisfaction

scale was calculated. Conventional content analysis was used

to code the written comments from the program satisfaction

scale. These comments were iteratively and independently

read by two of the investigators (Nancy Dudek and Rose

Hatala). Coding categories were developed to note common

themes and consensus was reached regarding these catego-

ries. This coding structure was used to analyze all of the

written comments on the program satisfaction scale.

Results

A total of 22 clinical supervisors (site one – 12, site two – 7, and

site three – 3) participated. Several specialties were repre-

sented in this group: Family Medicine, Internal Medicine

(including various subspecialties), Plastic Surgery, Obstetrics

and Gynecology, Pediatrics, Physical Medicine and

Rehabilitation, Neurology, and Radiation Oncology.

Inter-rater reliability

The inter-rater reliability across all raters was 0.88 (pre-

workshop CCERR scores) and 0.92 (post-workshop CCERR

scores) indicating that the raters were consistent despite being

blinded as to whether the ITERs were pre- or post-workshop.

ITER quality

Table 2 illustrates the number of ITERs submitted by each

participant and their mean total CCERR score for both pre-

and post-workshop. A total of 64 pre-workshop ITERs and

171 post-workshop ITERs were submitted for an average of

2.91 pre-workshop ITERs and 7.77 post-workshop ITERs per

participant.

In addition, the mean total CCERR score of all participants’

ITERs pre-workshop was 18.90� 5.00 (Table 2). The mean

CCERR score of all participants’ ITERs post-workshop was

21.74� 4.91. There was a significant difference between pre-

and post-scores (F(1,21)¼ 6.54, p¼ 0.02). The effect size

was �2
p ¼ 0.24 which would be considered moderate to large

in size.

Table 3 illustrates the mean pre- and post-workshop scores

for each item on the CCERR. As shown in this table, there were

some differences in the mean score of individual items

(F(8,168)¼ 112.22, p5 0.001, �2
p ¼ 0.84), but the interaction

between items and time did not differ significantly (F(8,168)¼

1.57, p4 0.05, �2
p ¼ 0.07) indicating that the pre/post differ-

ences were consistent for all items. This latter finding

suggests that our workshop contributed to overall ITER quality

improvement by making small improvements in all items

rather than making larger improvements for only certain items.

Improving evaluation report quality
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Program satisfaction

The individual items on the CME scale ranged from 5.88 to 6.27

(where 7 indicates outstanding, 6 excellent and 5 very good

Wood et al. 2005). The overall quality of the workshop was

rated at 6.04. Written comments from participants indicating

the useful aspects of the workshop fell into two categories:

(1) structure of the workshop and (2) content. Cited strengths

of the workshop included the degree of interactivity and the

varied learning methods. The practical suggestions and the

provision of examples with which to practice were noted as

the most useful content.

Discussion

Based on the traditional measure of participant satisfaction,

we developed a successful workshop. However, more impor-

tantly our FD workshop had a positive impact on the

demonstrated ability of clinical supervisors to complete quality

ITERs as measured using the CCERR. This suggests that faculty

can be trained with a relatively modest intervention (our

workshop was only 3 h in length) and adds to the literature

that has found success with rater training for improving the

quality of trainee assessments (Holmboe et al. 2004; Littlefield

et al. 2005).

Table 2. Participant mean total CCERR scores by time (pre- and post-workshop).

Participant

Number of
pre-workshop

ITERs

Mean CCERR score
(�standard deviation)

pre-workshop

Number of
post-workshop

ITERs

Mean CCERR
score (�standard

deviation) post-workshop

1 3 24.89� 8.86 10 17.80�5.65

2 3 28.00� 8.82 4 23.67�8.13

3 3 15.56� 1.92 3 17.67�3.38

4 3 17.56� 4.82 14 17.12�4.68

5 3 14.33� 3.06 3 20.33�6.93

6 3 11.22� 1.35 14 13.81�2.25

7 3 18.44� 3.85 10 19.00�5.72

8 3 21.22� 7.15 11 17.61�4.39

9 3 19.00� 5.24 6 22.44�6.18

10 3 20.44� 6.19 5 29.27�9.47

11 3 18.89� 3.67 6 28.22�10.44

12 3 16.44� 3.60 2 24.67�9.67

13 3 12.56� 1.07 6 19.33�5.51

14 1 23.67� 9.07 4 24.67�7.34

15 3 15.11� 3.75 3 22.67�7.86

16 3 12.78� 2.17 8 18.79�6.35

17 3 17.89� 4.25 5 27.13�6.93

18 3 23.78� 7.60 1 32.33�10.79

19 3 28.44� 9.05 6 20.56�6.88

20 3 24.89� 9.75 2 27.50�6.50

21 3 17.33� 5.36 8 18.17�5.28

22 3 13.33� 2.03 40 15.52�3.72

Total 64 18.90� 5.00 171 21.74�4.91

Note: The total CCERR score has a range of 9–45.

Table 3. Individual CCERR item scores by time for entire group (n¼ 22).

Item

Pre-workshop mean
item CCERR score

(�standard deviation)

Post-workshop mean
item CCERR score

(�standard deviation)

1 Checklist/numeric ratings show sufficient variability to allow identification of

relative strengths and weaknesses of the trainee

3.04�0.44 3.06� 0.50

2 Comments are balanced providing both strengths and areas for improvement 1.75�0.84 2.15� 0.84

3 The trainee’s response to feedback and/or remediation during the rotation is

described in the comments

1.44�0.46 1.58� 0.50

4 Comments justify the ratings provided 2.45�0.60 2.77� 0.49

5 Clearly explained examples of strengths using specific descriptions (not

generalizations) are provided in the comments

2.23�0.72 2.71� 0.72

6 Clearly explained examples of weaknesses using specific descriptions (not

generalizations) are provided in the comments

1.59�0.73 1.91� 0.78

7 Concrete recommendations for the trainee to attain a higher level of performance

are provided

1.58�0.70 1.94� 0.76

8 Comments are provided in a supportive manner 2.82�0.62 3.19� 0.42

9 Overall, this ITER provides enough detail for an independent reviewer to clearly

understand the trainee’s performance on the rotation

2.01�0.68 2.43� 0.70

Note: The item CCERR scores have a range of 1–5.
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The importance of a statistically significant pre/post differ-

ence of 2.84 points on the CCERR may be questioned, given

that the total on the CCERR can range from 9 to 45 points.

The effect size for this measure was moderate to large and

we believe that the difference is also educationally significant.

Previous work demonstrated that ITERs evaluated by

experts and identified as ‘‘poorly completed’’ (mean CCERR

score �16) versus those they rated as ‘‘average’’ (mean CCEER

score �24) differed by 8 points on the CCERR. A similar

difference of 8 points was found between the expert rated

‘‘average’’ and ‘‘excellently’’ completed ITERs (Dudek et al.

2008a). Expecting participation in one workshop to change

clinical supervisors’ practices enough to have their ITERs go

from poor to average or average to excellent would be

unrealistic and inconsistent with educational theory which

tells us that in order to develop expertise significant deliber-

ate practice is required (Ericsson 2004; Cook et al. 2008).

However, making over 30% of the improvement towards

the next level of performance after one 3-h workshop can be

argued to be educationally significant.

It is important to note that we made no effort in this study

to examine the reliability of the checklist ratings assigned by

supervisors on the ITERs. This was a deliberate choice based

on previous research which found that a significant part of the

problem in failing to report poor clinical performance is that

supervisors often do not know what to document when

completing an ITER (Dudek et al. 2005). It was noted that the

problem was not limited to the actual form but included issues

related to the use of the form. For example, most supervisors

were aware that simply stating that the resident is incompetent

will not provide adequate evidence to support a failing grade.

However, they did not know how to complete a report that

reflected their reasoning for why that resident performed at an

incompetent level (Dudek et al. 2005). The specific compo-

nents of a high quality completed ITER (i.e. not the form itself

but rather the completed form) have been described in a

previous study (Dudek et al. 2008a). Nine features were

determined to be important. Eight of these nine features dealt

with the comments (Dudek et al. 2008a). Therefore, the

workshop focused on improving these features. This approach

is in line with recent discussions in the literature which suggest

that we move beyond focusing solely on numeric rating scales

and incorporate more qualitative types of assessment

(Holmboe et al. 2011). The use of this approach might have

contributed to the success of our study. Perhaps faculty are

more trainable when it comes to improving the quality of their

comments on evaluation reports.

Our study also demonstrates that it is possible to assess a

FD program’s ability to create behavior change. Traditionally,

FD programs have been assessed using satisfaction surveys,

self-reported ratings of confidence, or at best, pre/post

knowledge tests. While some groups have assessed lecturing

skills in a controlled classroom setting (D’Eon 2004;

Pandachuck et al. 2004) or the quality of clinical supervisors’

feedback skills (Marks et al. 2008), objective assessment of

teaching and evaluation skills in clinical environments is

rarely considered (Steinert et al. 2006; Marks et al. 2008).

The dearth of FD program evaluation at this level in part

relates to a lack of reliable, valid and objective outcome

measures to assess for change in specific teaching behaviors

(Steinert et al. 2006). The use of the CCERR, a previously

developed objective tool, allowed us to go beyond the

usual outcome measures of participant satisfaction and

knowledge gains (Steinert et al. 2006), and demonstrate a

change in behavior in actual practice. This level of assessment

corresponds to Kirkpatrick’s (1998) third level of program

evaluation: behavior change or application of knowledge and

skills.

Our study has limitations. Despite aggressive recruitment

strategies, we were only able to enroll 22 individuals in our

study. This prevented us from doing more detailed analyses,

such as determining whether workshop site had an impact on

ITER quality improvement, as it would be inappropriate to

compare sites when the numbers were so small. We chose the

workshop format to address the participants’ ITER learning

needs as interactive workshops are a favored method of

providing FD programs. As well, although not often assessed

at this level, some workshops have been shown to result

in professional practice change (Wilkerson & Irby 1998;

O’Brien et al. 2001; D’Eon 2004; Dudek et al. 2008b).

Workshops provide an interactive environment in which

participants can share their ideas and concerns. This is a

particularly important concept when we wish to have an

impact on attitudes. Given the extended period of time that

many supervisors have been completing ITERs, convincing

some supervisors of the importance and need for quality ITERs

was thought to be essential to promote behavior change in this

domain.

However, the difficulties in recruiting physicians to partic-

ipate in FD initiatives are well documented (Rubeck & Witzke

1998). As well, the addition of an evaluation component

seemed to deter some interested faculty from participating

despite the anonymous nature of the analysis. Many potential

participants also cited a concern with the time it might take

them to collect their ITERs. We took many steps to insure that

the time it would take faculty to participate in the study would

be minimal. Those who participated in the study indicated that

the time commitment was very small.

Ideally, each site would also have a control group where

the participants would submit their ITERs to be evaluated on

the same time-line as the intervention group. A control group

was attempted. Participants from that site were asked to sign-

up to participate in the workshop either at the study onset, or

6 months later. The workshop participants in the later group

were to serve as the control group, as they were not to receive

the FD workshop until the completion of the study but were to

submit ITERs on the same time-line as the intervention group.

Only two individuals signed up for the control group which

prevented us from having a comparison group. It is possible

that simply being aware that their ITERs were going to be

evaluated made the participating faculty complete these forms

to a higher standard. However, our study does show that,

regardless of the effects of monitoring, participants are able to

improve ITER quality upon completion of the FD workshop.

As well, we feel the change in behavior demonstrated in this

study is legitimate (beyond simply the observation bias)

because we chose to use ITERs completed in the course of

normal trainee supervision. Supervisors improved the manner

Improving evaluation report quality
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in which they completed real ITERs that affect trainee records,

rather than simulated ITERs or ‘parallel’ ITERs that did not

count towards the trainee records.

The combined results of participant satisfaction and an

objective evaluation of improved performance suggest that

supervisors benefited from participating in the workshop.

Therefore, given that a relatively small proportion of medical

faculty attend FD workshops, we are exploring offering the

same workshop content using alternative learning methods

(take home FD program, on-line workshop, etc.) that do not

rely on faculty coming to a particular location for a set period

of time to participate in a workshop. In this program, we also

plan to explore the impact of repeated/refresher interventions

to determine if larger improvements in ITER quality can be

made overtime. The effectiveness of those methods can be

compared to the results from this project in future studies.

Our study demonstrates that participating in a FD work-

shop enabled supervisors to complete evaluation reports to

a higher standard suggesting that faculty may indeed be

trainable. This improvement may have occurred in part due to

our focus on the non-psychometric aspects of clinical perfor-

mance assessment. This approach suggests an additional

aspect of rater training to consider when designing FD

programs aimed at improving the assessment of our medical

trainees’ clinical competence.
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