
Full Terms & Conditions of access and use can be found at
https://informahealthcare.com/action/journalInformation?journalCode=igen20

The European Journal of General Practice

ISSN: 1381-4788 (Print) 1751-1402 (Online) Journal homepage: informahealthcare.com/journals/igen20

The importance of effect sizes

Sil Aarts, Marjan van den Akker & Bjorn Winkens

To cite this article: Sil Aarts, Marjan van den Akker & Bjorn Winkens (2014) The
importance of effect sizes, The European Journal of General Practice, 20:1, 61-64, DOI:
10.3109/13814788.2013.818655

To link to this article:  https://doi.org/10.3109/13814788.2013.818655

Published online: 30 Aug 2013.

Submit your article to this journal 

Article views: 16808

View related articles 

View Crossmark data

Citing articles: 30 View citing articles 

https://informahealthcare.com/action/journalInformation?journalCode=igen20
https://informahealthcare.com/journals/igen20?src=pdf
https://informahealthcare.com/action/showCitFormats?doi=10.3109/13814788.2013.818655
https://doi.org/10.3109/13814788.2013.818655
https://informahealthcare.com/action/authorSubmission?journalCode=igen20&show=instructions&src=pdf
https://informahealthcare.com/action/authorSubmission?journalCode=igen20&show=instructions&src=pdf
https://informahealthcare.com/doi/mlt/10.3109/13814788.2013.818655?src=pdf
https://informahealthcare.com/doi/mlt/10.3109/13814788.2013.818655?src=pdf
http://crossmark.crossref.org/dialog/?doi=10.3109/13814788.2013.818655&domain=pdf&date_stamp=30 Aug 2013
http://crossmark.crossref.org/dialog/?doi=10.3109/13814788.2013.818655&domain=pdf&date_stamp=30 Aug 2013
https://informahealthcare.com/doi/citedby/10.3109/13814788.2013.818655?src=pdf
https://informahealthcare.com/doi/citedby/10.3109/13814788.2013.818655?src=pdf


Correspondence: S. Aarts, Department of Allied Health Professions, Fontys University of Applied Sciences, PO Box 347, 5600 AH Eindhoven, The Netherlands. E-mail:  
s.aarts@fontys.nl

(Received 19 April 2013; accepted 2 June 2013)

Methodological Paper

The importance of effect sizes

Sil Aarts1, Marjan van den Akker2,3 & Bjorn Winkens4

1Department of Allied Health Professions, Fontys University of Applied Sciences, Eindhoven, The Netherlands, 2Department of Family 
Practice, School for Public Health and Primary Care: Caphri, Maastricht University, The Netherlands, 3Department of Family Practice, 
Katholieke Universiteit Leuven, Belgium, and 4Department of Methodology and Statistics, School for Public Health and Primary Care: 
Caphri, Maastricht University, The Netherlands

INTRODUCTION

In a previous article in this journal, we discussed the use 
and misuse of statistical testing in scientific medical 
research articles (1), stating that significance testing 
should only be used when generalising from a sample to 
the population, i.e. the sample data is used to generalize 
conclusions for all members of the population under 
study. More importantly, significance tests conducted 
with either too few or too many participants can be mis-
leading (2,3). That is, studies that include too few par-
ticipants, lack statistical power to detect a clinically 
relevant effect. In contrast, in studies with large sample 
sizes, even small effects are likely to be evaluated as sta-
tistically significant while these effects might lack any 
clinical relevance. These disadvantages pinpoint that 
testing statistical significance alone is not the most ade-
quate manner to evaluate if there is indeed a clinically 
relevant effect. Significance testing conveys little infor-
mation on the size of an observed effect, i.e. ‘how large 
is the obtained effect?’ For example, statistical testing 
and corresponding P-values make it impossible to evalu-
ate if an effect obtained in study A is smaller or larger 
than an effect evaluated in study B.

Editorial boards of peer-reviewed journals have tried 
to encourage researchers to complement statements 
regarding statistical significance with more clinically 
meaningful results, i.e. results independent of sample 
size and/or measurement scale (4). Specifically, so-called 
effect sizes, a manner to quantify the magnitude of an 
effect (2,5), are recommended in addition to significance 
testing. Hence, the question that medical researchers 
should focus on is not so much ‘is there a treatment 
effect?’ but rather ‘how large is the treatment effect?’

The current article is aimed at informing medical 
researchers on the concept of ‘effect size.’ This article is 
not intended to provide an exhaustive overview of all 
effect sizes, but is merely aimed at discussing the advan-
tages and disadvantages of this concept and the most 
frequently used types thereof.

Why effect sizes?

Since statistical testing and, more specifically, P-values 
are affected by the sample size of a study, the magnitude 
of an effect cannot be estimated using statistical hypo
thesis testing alone (i.e. ‘significant’ or ‘not significant’).
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KEY MESSAGE:

• � Statistical significance testing alone is not the most adequate manner to evaluate if there is indeed a clinically relevant 
effect.

• � Effect sizes should be added to significance testing.
• � Effect sizes facilitate the decision whether a clinically relevant effect is found, helps determining the sample size for future 

studies, and facilitates comparison between scientific studies.
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Consider two fictitious studies in which therapies 
A and B for depression are compared to a pla-
cebo group. Both studies conclude that in 80% of 
the included patients depression was absent 
after the therapy (i.e. outcome measure: “depres-
sion absent” vs. “depression present”), whereas 
in both studies “only” 20% of the placebo group 
showed absence of depression. Hence, the two 
therapies show the same clinical effect, i.e. both 
therapies show a relative risk of therapy versus 
placebo of 4. However, the first study, evaluating 
therapy A, included 100 patients and 100 controls 
while the second study, evaluating therapy  B, 
included only 20 individuals in each group. Since 
P-values heavily depend on the sample size used 
(1,6,7), the P-value of the first study will be much 
smaller than that of the second study. One could 
then easily conclude that therapy B is inferior to 
therapy A, but, as shown from this example, this 
conclusion would be utterly false. The addition of 
“effect sizes” can be used to overcome this prob-
lem.

An effect size refers to the magnitude of a result. 
There are several methods to calculate the size of an 
effect (8). The term effect size can refer to unstandard-
ized effect sizes (e.g. the difference between group 
means, relative risk or odds ratio) or standardized effect 
sizes (such as ‘correlation’ or ‘Cohen’s d’).

Unstandardized effect sizes: relative  
risk and odds ratio

Many research articles aim at describing the possible 
benefits of a (new) treatment or therapy on a binary 
outcome variable, i.e. presence or absence of disease. 
These articles often report their results (‘effects’) in 
terms of Relative Risk (RR) or Odds Ratio (OR). Since 
there is some tendency to think that these two effect 
sizes are similar, they are often, incorrectly, used inter-
changeably (9). Before describing RR and OR, we first 
need to comprehend the term ‘absolute risk.’ Absolute 
risk is a risk that is stated without comparison to any 
other risk, it is merely a probability that a certain event 
occurs, e.g. ‘the risk of an individual developing depres-
sive disorder is 5%.’

Relative risk

Relative risk (RR) is a comparison between different risk 
levels and is often used in prospective studies (e.g. 
cohort studies and experimental studies) (10,11). That is, 
RR is the ratio of the probability of some event to occur 
in one group to the probability of that event occurring 
in another group (11). For example, if the relative risk for 
depression for women compared to men is 1.14, this 

means that women are 14% more likely to develop 
depression than men. A way of defining this is

RR
risk
risk

 1

2

a
n
a
n

1

1

2

2

,

where RR is the relative risk of group 1 versus group 2, 
a1 and a2 are the number of events within group 1 and 
2, and n1 and n2 are the total number of subjects within 
group 1 and 2, respectively. Hence, RR is the ratio of the 
proportion of those exposed who did develop the out-
come or condition to the proportion of those not exposed 
who did develop the outcome or condition.

Odds ratio

The odds ratio (OR) is a ratio of two odds. An ‘odds’ is 
calculated as the number of events (e.g. diseased) 
divided by the number of non-events (e.g. healthy) 
within a group. The OR is then calculated by dividing the 
odds of the one group (e.g. the treatment group) by the 
odds of the other group (e.g. the control group), as 
shown in the following formula;
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where OR is the odds ratio of group 1 versus group 2, a1 
and a2 are the number of events (‘disease’) within group 
1 and 2, respectively, and b1 and b2 are the number of 
non-events (‘healthy’) within group 1 and 2. Often, ORs 
are used in retrospective studies to provide an approxi-
mation of the relative risk.

Odds ratios might be hard to comprehend intuitively 
(i.e. an OR of six does not mean ‘six times more likely to 
experience the outcome at hand’). Consequently, odds 
ratios are often interpreted as being equivalent to the 
relative risk. However, the OR is only similar to the RR 
when the initial risk of an event (i.e. the prevalence of 
the outcome at hand) is low. If the prevalence of a cer-
tain condition or event increases, a larger difference 
between the RR and OR becomes apparent.

Consider the following hypothetical situation: 
women develop depression in 80% of the time 
while men develop depression 70% of the time. 
The odds is therefore 4 for women (80/20) and 
2.3 for men (70/30). Hence, the odds ratio of 
women compared to men will be 1.7 (4/2.3). 
However, the conclusion that women are 70% 
more likely to develop depression would be over-
estimating the risk of developing depression for 
women, since the relative risk is “only” 1.14 
(80/70).

This example shows that interpreting an OR as if it 
was a RR is false when it results in concluding that an 
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effect size is bigger than it actually is. This does not mean 
that RRs are superior to ORs or vice versa. Both risks 
calculations are measured on a different ‘scale,’ with 
both having their own positive and negative elements 
and are often used in different study designs.

Standardized effect sizes: correlation  
and Cohen’s d

Standardized effect sizes are preferred over unstandard-
ized effect sizes when studies using different measure-
ment scales, are being compared; standardized effect 
sizes facilitate the comparison between studies (e.g. in 
meta-analysis) (12).

Correlation

The effect size that medical researchers might be most 
familiar with is correlation. Correlation determines the 
extent to which two numerical variables are ‘propor-
tional’ to each other show a linear dependency. For 
example, cholesterol level (mmol/l) correlates with age, 
i.e. cholesterol generally increases when people get 
older. There are several correlation coefficients, of 
which the Pearson correlation coefficient (‘r’) is the 
most common one (13). This Pearson correlation coef-
ficient is obtained by dividing the covariance (sxy) of two 
variables by the product of their standard deviations  
(sx and sy):

r
S

S S
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Correlation ranges from ‘no linear relation’ (r  0) to 
a ‘perfect linear relation’ (r  1 indicating a perfect pos-
itive linear relation and r  21 indicating a perfect nega-
tive linear relation). In other words, if you plot the values 
of the two variables against each other (scatterplot), a 
correlation is high if it is possible to draw an ellipse 
around the points that can be approximated by either an 
upward or a downward straight line. A significant cor-
relation between two variables does not necessarily 
imply a strong association, e.g. if the sample size is 50, 
Pearson’s correlations of 0.28 or higher are found to be 
statistically significant while a correlation  0.30 is rarely 
considered a strong association (13,14).

Cohen’s d

‘Cohen’s d’ can be used when comparing the mean value 
of a numerical variable between two groups. For exam-
ple, the mean cholesterol level (mmol/l) of patients with 
diabetes versus patients without diabetes or the mean 
score on a depression questionnaire of patients with car-
diovascular disease versus without cardiovascular dis-
ease) (5). It indicates the standardized difference 

between two means, y y1 2 , expressed in standard 
deviation units, i.e. divided by the (pooled) within-group 
standard deviation of the data at hand, sy. The formula 
for calculating Cohen’s d is:

d
y y

sy
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Of course, the interpretation of the size of Cohen’s d 
needs to occur within the context of the study at hand, 
but it has been suggested that a value of 0.2 or less 
should be considered a small effect, a value between 0.2 
and 0.5 as a medium effect size, and a value of 0.8 or 
larger as a large effect (4,5). This implies that, although 
an observed effect might be statistical significant, it 
might still be trivial when linked to a Cohen’s d of 0.1 (5). 
Cohen’s d is also frequently used in sample size calcula-
tions, where a lower Cohen’s d indicates the need for a 
larger sample size (10).

Discussion and recommendation

As stated earlier, a statement ‘this is a significant effect’ 
can be very misleading since statistical significance 
depends on the size of the effect, the number of par-
ticipants in the sample, the research design and the sta-
tistical test being employed (2–4). Hence, even trivial 
effects can become statistically significant, and vice 
versa, i.e. clinically relevant effects need not be statisti-
cally significant. Apart from statements regarding statis-
tical significance, researchers also need to report the 
obtained effect sizes.

Effect sizes, including the abovementioned examples 
thereof, enable medical researchers to measure the 
strength of a relationship between variables. In contrast 
to significance testing, (standardized) effect size gives 
medical researchers the opportunity to compare treat-
ments or therapies reported in, for example, various 
randomized controlled trials (2). However, researchers 
should keep in mind that comparing effect sizes (e.g. 
between studies evaluating various therapies) is only 
useful if the manner in which these effects sizes are cal-
culated, are comparable. That is, studies that differ sub-
stantially regarding design or used methodology could 
complicate the comparison of effect sizes and could, 
therefore, easily lead to false conclusions.

Given that reporting effect sizes facilitates the inter-
pretation of the results of medical studies, medical 
researchers are highly encouraged to present effect sizes 
to provide an answer to the question ‘how large is the 
effect?.’ With the knowledge and expertise of medical 
professionals regarding their conducted research and 
area of expertise, the researcher can then determine, 
using these effect sizes, whether an observed effect is 
clinically relevant or not.
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In conclusion, (standardized) effect sizes should  
be added to significance testing to be able to decide 
whether a clinically relevant effect is found, to help 
determine the sample size for a possible future  
study, and to facilitate comparison between studies in 
meta-analyses. 
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