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Review article 

Citation rates and journal impact factors are 
not suitable for evaluation of research 

Per 0 Seglen 

Institute for Studies in Research and Higher Education (NIFU), Hegdehaugsveien 31, NO-0352 Oslo, Norway, and Institute 
for Cancer Research, Norwegian Radium Hospital, Montebello, NO-031 0 Oslo, Norway 

Recognition of scientific quality is essential not only 
as a motivating force for the individual scientist, but 
also as a key to the funding needed to keep the scien- 
tific machine running. Unfair research evaluation is, 
therefore, a major source of frustration in scientific 
communities worldwide, and a potential threat to the 
whole scientific enterprise. The traditional peer re- 
view is too often performed on the basis of superficial 
criteria (personal or institutional reputation, project 
relevance, journal prestige, crude publication counts, 
etc.) and is generally regarded as a lottery, not entirely 
without justification. Alternative evaluation meth- 
ods have, therefore, received increasing attention, 
mainly those based on seemingly objective, quantita- 
tive indicators, like citation rates and journal impact 
factors. 

Measurement of citation rates 

Citation data are assembled by the Institute for Scien- 
tific Information (ISI) in Philadelphia, on the basis of 
the reference lists of articles in scientific journals. All 
references (citations) to a given article in a given year 
are listed in the annual Science Citation Index (SCI), 
where both cited and citing articles are arranged al- 
phabetically by first-author names. From this list, the 
annual citation rate of any article or first-author can 
be obtained, most easily by computerized access to 
the IS1 database or to a CD-ROM version of it. 

However, there are many technical problems asso- 
ciated with the recording and retrieval of citation data 
(Table 1). 

The SCI covers about 3,200 journals: which is a 
small fraction of the world total of 126,000.5 Differ- 
ent research fields are covered unequally: the cover- 
age for chemistry has been estimated at 90%, as com- 
pared to 30% for biology? Although the database at- 

tempts to include the most important journals, the 
journal selection appears to be somewhat r a n d ~ m . ~  
The journal set in the database may vary in composi- 
tion from year to  ear.^^^ Books are not included as 
source items, despite their prominent role in many re- 
search fields. lo 

The IS1 database has a preference for English lan- 
guage journak6 for example, it was found to include 
only two German social science journals, as com- 
pared to 542 in a German database.'' This language 
bias will favor English-speaking authors, given the 
strong tendency of authors to cite selectively articles 
in their own national l a n g ~ a g e . ~ , * ~ * ' ~  More than one- 
half of all citations concern US s~ient is ts , '~  who are 
particularly prone to cite one a n ~ t h e r , ~ * ~ ~ . l ~  thereby 
helping to raise the citation rate of US science 30% 
above the world average. 

The retrieval of citation data raises several prob- 
lems. Only first-authors can be searched for in CD- 
ROM or paper versions of the SCI, necessitating the 
use of reference lists and article-by-article search for 
compilation of individual citation profiles (although 

Table 1. Technical problems associated with citation data 

1. Incomplete journal coverage in the database 
2. The database coverage differs between research fields 
3. The journal set included in the database may vary 
4. Books are not included as source items in the database 
5. The database is biased towards the English language 
6. The database is biased towards US science 
7. First-author retrieval only (without direct access) 
8. On-line access to the database is expensive 
9. Delayed registration of citations 

10. Many misprints (up to 25%) 
11. Inconsistent foreign language spelling (e.g., a, 0, A) 
12. Synonymy (several variants of the same article) 
13. Homonymy (several authors with the same name, e.g., 

in Japan) 
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Table 2. Motives and problems in reference selection Table 3. Research field effects that influence citation rates 

1. The primary criterion is not quality, but utility in 
research 

2. Incomplete referencing due to journal space limitations 
3. Citation of secondary sources (e.g., reviews) rather than 

of primary publications 
4. Reference copying 
5. Established knowledge is not cited (“obliteration by 

incorporation”) 
6. Argumentative citation (mainly self-supportive) 
7. Flattery (citation of editors, potential referees, etc.) 
8. Show-off (citation of “hot“ papers) 
9. Conventions (methods are cited: reagents are not) 
10. Self-citation 
11. In-house citation (friends and close colleagues) 

on-line searches in the central IS1 database offer wid- 
er possibilities, they are very expensive). Entry into 
the database is often delayed, so that articles and cita- 
tions published at the end of the year may be missing 
from the annual index. Misprints are frequent (about 
25%), often reflecting errors in the original reference 
 list^.'^,'^ In one case, misprints caused the same refer- 
ence to be listed in the SCI under 70 different syn- 
onyms.I8 Homonymy (same name) is another prob- 
lem, especially among Japanese authors: K. Suzuki 
figures impressively in the database, with several 
hundred publications each year. 

Citer motives 

The use of citations as a quality measure carries the 
implicit assumption that authors select their referen- 
ces on the basis of quality. However, a little reflection 
will tell us that we primarily refer to publications that 
we make use of in our own work. Utility in research, 
rather than pure scientific quality, is therefore the pri- 
mary criterion for reference selection. Unfortunately, 
journal space limitations prevent us from citing all the 
sources we draw on: it has been estimated that only 
some 30% of the literature base of a scientific paper is 
rewarded with citations.I9 This strong selection 
leaves room for a mixed bag of secondary citer mo- 
tives (Table 2). 

An easy way out of the reference choice dilemma is 
the use of reviews and other secondary sources, 
which are, therefore, generally much cited. Even ref- 
erence copying is widespread, as sometimes revealed 
by particular misprint variants which occur more fre- 
quently than the original reference. Certain citing 
conventions are generally followed: for example, the 
originator of an analytical method is usually cited, 
whereas the discoverer of a useful chemical (e.g., an 
inhibitor) is not. The IS1 database does not correct for 
self-citations, which amount to usually about 30% of 
the citations, and often more.h,18 

1. Mean number of references per article in field 
2. Reference obsolescence relative to time-window for 

citation recording 
3. Field size (affects mainly citation span, i.e., maximal 

attainable citation rate) 
4. Field dynamics (field expansion or contraction) 
5. Interfield relations (e.g., basal vs. applied) 
6. Subfield microheterogeneity 

Research field effects 

A major problem with the use of citations in evalua- 
tion is that they are not comparable between different 
research fields (Table 3). For example, scientific dis- 
ciplines which use many references per article, such 
as biochemistry, will have higher citation rates than 
mathematics, which uses few references. When this is 
combined with a short-term recording window that 
favors current, but short-lived articles, the average 
biochemist will be cited four times as often as the av- 
erage mathematician.l Within the arts and humani- 
ties, article references are hardly used at all, leaving 
these research fields (and others) virtually uncited.20 
In relation to the choice of time-window, it should be 
noted that the recording of cumulative citations over a 
long period will be as much a measure of productivity 
as of “citedness”. 

The effects of field size are complex. In very small, 
closed fields, the citation rates can be expected to be 
proportional to the number of authors in the field, but 
only up to a limit set by the length of the reference 
list. Beyond this limit, the field citation rate should be 
independent of field size.21 However, the range will 
be wider in a large field, giving a better opportunity 
for a few to become often cited?2 If a field expands 
rapidly, citation rates will increase, because the num- 
ber of citers is high relative to the amount of citable 
materia1.23,24 

The main field effect is probably the ability of a re- 
search field to be cited by adjacent fields. For exam- 
ple, clinical medicine draws heavily on basic science, 
but not vice versa. The result is that papers in basic 
medicine are cited 3-5 times more often than those in 
clinical m e d i ~ i n e . * ~ > ~ ~ - ~ ~  There is evidence that field 
effects extend even to the subdiscipline level?’ mean- 
ing that the citation rates of scientists working on dif- 
ferent subjects cannot be compared, even in the same 
field. The choice of research theme will determine, Q 

priori, the probability of becoming highly cited. Al- 
though attempts have been made to correct for field 
effects+.g., by dividing article citation rates by 
journal citation rates (journal impact factors)6-or by 
more sophisticated field citation  factor^?^,^^ such 
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Table 4. Journal impact factors, 1991 

Cell 30.2 
Science 19.6 
EMBO J 12.4 
J Biol Chem 6.7 
Biochern J 3.7 
Biochim Biophys Acta 2.5 
Acta Anaesth Scand 1 .o 
Acta Chir Scand 0.4 
Eur J Surg Oncol 0.0 

corrections are as likely to introduce new errors (e.g., 
by punishing authors publishing in much cited jour- 
nals) as to eliminate old ones. It will never be possible 
to construct individualized field factors and it is ques- 
tionable if they would serve any purpose: citation 
rates are determined by so many technical factors that 
it is doubtful whether pure scientific quality has any 
detectable effect at all, in which case all adequately 
field-corrected citation rates would be reduced to 
unity. 

Use of journal impact factors in research 
evaluation: are they representative? 

Citations are clearly not very useful for the evaluation 
of research quality. Nevertheless, an indirect citation 

Figure 1. Skewed distribution of citations of articles in a journal. 
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measure, the so-called journal impact factor, sup- 
posed to represent the annual mean citation rate of all 
the articles in a journa1:O has found increasing appli- 
cation in research eva l~a t ion .~-~-”  Lists of journal im- 
pact factors are published annually in the SCI Journal 
Citation Reports; these factors are, therefore, easily 
available and simple to use (Table 4 gives some ex- 
amples to indicate the range in factor values). 

The use of journal impact factors in evaluation is 
based on the premise that the journal is representative 
of its irticles, meaning that one can simply add up the 
journal impact factors of an author’s articles to obtain 
an apparently objective and quantitative measure of 
the author’s scientific achievement. If this premise 
were valid, the article citation rates would have been 
distributed in a narrow, Gaussian fashion around the 
population mean (i.e., the journal impact factor). 
However, as seen in Figure lA, the actual distribu- 
tions recorded for three different journals were very 
skewed, with only a few articles anywhere near the 
population mean. A cumulative plot (Figure 1B) 
shows that 15% of the journal articles account for 
50% of the citations and that the most cited 50% of 
the articles is cited, on average, ten times as often as 
the least cited half. By giving all articles the same 
score (the journal impact factor value), this tremen- 
dous difference is masked, which contradicts the pur- 

X OF JOURNAL CITATIONS 

I 1 : I  1 I I 1  I I I 1  

0 10 20 30 40 50 80 70 80 90 100 
CITATION FREQUENCY (citations/article/year) .% OF JOURNAL ARTICLES 

Cumulative contribution of the different frequence of citations 
categories (beginning with the most-cited 5%) to the total jour- 
nal impact. Each value is the mean f S.E. of the three journals 
in (A). Dotted lines indicate the contributions of the 15% and 
50% most cited articles. From ref. 44. 

Third-year frequence of citations of articles in Biochim. Bio- 
phys. Acta (-), Biochem. J. (A) and J. Biol. Chem. (W), ar- 
ranged by number of articles in each citedness category. 
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JOURNAL IMPACT FACTOR 
Figure 2. Correlation between article freauence of citations and journal impact for two individual 
authors (total production). From ref. 41. 

pose of evaluation. Since the impact factors are not 
representative, it may come as no surprise that the 
correlation between these factors and actual article 
"citedness" is often very poor (Figure 2). 

Journal impact factors are inappropri- 
ately calculated, causing bias 

Most of the problems associated with the use of cita- 
tions in evaluation also extend to journal impact fac- 
tors, but there are a few more (Table 5). For example, 
although the impact factors are computed by includ- 
ing citations of all types of journal documents in the 
numerator, items like editorials, letters and meeting 
abstracts are excluded from the d e n ~ m i n a t o r . ~ ~ . ~ ~  As 
a result, journals with interesting editorials and a live- 
ly  correspondence section can have their impact fac- 
tors inflated by up to 75%.34 Since the IS1 database 
does not correct for self-citations, editors can raise the 
impact of their journals further by referring frequently 
to their previous editorials. Other impact-maximizing 
measures would be the inclusion of review articles, 
which are generally highly ~ i t e d , ~ ~ . ~ ~  and of long, 
rather than short articles, since citedness is roughly 
proportional to article l e t ~ g t h . ~ ~ , ~ ~  On a per word ba- 
sis, biochemical journals specializing in short com- 
munications are actually cited at least as often as the 
leading high-impact journals in their field.37.38 

Since the journal impact factor is a short-term in- 
dex (based on citations during the first two years fol- 
lowing publication), journals with short publication 
lags will have a high proportion of their self-citations 
recorded, and a correspondingly high journal impact 
factor.39 Russian journals, which are mainly cited by 

other Russian journals,'* have particularly long publi- 
cation lags, resulting in generally low impact fac- 
tors!' US journals, on the other hand, are favored by 
national citation bias, since they quantitatively domi- 
nate the IS1 database. 

Many research fields are underrepresented in the 
database6 and all journals in such fields will receive 
too low impact factors. In some fields, books can be 
an important vehicle of publication, but citations in 
books are not recorded and therefore do not contrib- 
ute to journal impact factor values.I0 The source jour- 

Table 5. Problems associated with the use of journal impact 
factors 

1. Journal impact factors are not representative of the 
individual journal articles 

2. Impact factors correlate poorly with actual article citation 
rates 

3. Journal impact factors are research field-dependent 
4. Small research fields often lack high-impact journals 
5. Citations of "non-citable" documents are included in the 

impact factor calculation 
6. Journals inflate their impact factor through self-citation 

bias 
7. Journals not included as source documents in database 

are deprived of self-citations 
8. Review articles are much cited and give high impact 

factors to their journals 
9. Long articles are more cited than short ones and give 

higher journal impact factors 
10. Short publication times give high impact factors 
11. Preference for national language references favors 

English-language journals 
12. National bias in reference selection favors American 

journals 
13. Authors' choice of journals is (was) not primarily based 

on impact factors 
14. Article "citedness" is not affected by the journal impact 

factor 
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Table 6. Research field dependence on journal impact factors 

Research No. of IS1 Journal impact factor, mean (SEM) 
field journals 

Median 5 journals Top 5 journals 

Immunology 69 1.9 (0.11) 13 (3.5) 
Biochemistry 134 1.6 (0.02) 17 (4.2) 
Genetics 49 1.5 (0.08) 8.3 (1.5) 
Biophysics 33 1.2 (0.18) 6.0 (0.79) 
Anesthesiology 10 0.90 (0.18) 2.6 (0.84) 
Dermatology 22 0.66 (0.03) 2.3 (0.37) 
Ophthalmology 25 0.55 (0.05) 2.1 (0.33) 
Mathematics 60 0.46 (0.01) 1.5 (0.16) 
Engineering 26 0.41 (0.01) 1.0 (0.14) 
Aerospace eng. 8 0.24 (0.03) 0.36 (0.05) 

Data calculated from SCI Journal Citation Reports, 1986. 

nals in the IS1 database are not necessarily selected on 
the basis of frequency of citations: among leading 
mathematics journals, those included in the database 
are, in fact, cited less than those not i n ~ l u d e d . ~  The 
impact factor values of the latter journals will be sub- 
stantially underestimated, because their journal self- 
citations" are not recorded in the database. 

Journal impact factors are research field- 
dependent 
The differences in citation habits and citation dynam- 
ics between research fields (as discussed above) are 
reflected in the journal impact factors, which are 
highly field-dependent. Table 6 shows that research 
fields may differ up to eightfold in their median jour- 
nal impact factor value. (These unweighted median 
values can serve only as rough indicators: since a 
field like biochemistry has a major fraction of its pa- 
pers published in high-impact journals, its mean field 
impact factor is actually more than twice as high as 
the journal median value given in Table 6). Basic bio- 
medicine tends to top the list, clinical medicine has an 
intermediate position and technical fields show the 
lowest impact factors. The difference between the 
fields' top journals is even greater (nearly 50-fold), to 
some extent depending on field size: large fields have 
a wider range of impact factors and hence achieve 
higher values for their top journals. Scientists in such 
fields will have both a higher mean impact and a bet- 
ter access to high-impact journals than scientists in 
low-impact fields. 

Why publish in high-impact journals? 
It is obvious that so long as journal impact factors (or 
journal reputation in general) continue to be used as a 
major criterion for evaluation of scientific quality, it 
will be unwise to publish in low-impact journals, re- 

gardless of their scientific suitability. From a purely 
scientific point of view, however, the journal impact 
may be relatively unimportant. In a study comparing 
groups of often cited and less cited scientists who 
published in similar journals, it was found that the 
twofold difference in citation rate between the two 
groups persisted throughout the journal impact range, 
indicating that the high-impact journals bestowed no 
afree citations>> on their authors!1 Similarly, for car- 
diology papers authored by international working 
groups and published simultaneously in high-impact 
American journals and low-impact European jour- 
nals, only a fraction of the impact difference (<20%) 
rubbed off on the papers42 (probably reflecting a na- 
tional bias in journal selection, since a choice was 
available in this particular case). It would thus seem 
that scientific papers receive their due citations large- 
ly independently of the journals in which they appear, 
i.e., the journal impact is determined by the articles, 
not vice versa. Scientists should, therefore, feel confi- 
dent in making their journal choice on the basis of sci- 
entific suitability and the quality of the editorial pro- 
cess, as they did in the rather than looking to 
the journals' impact factors - provided the unfortunate 
use of the latter in evaluation can be brought to a halt. 
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